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Order your Applell now.

from any one of the following authorized dealers:

ALABAMA

Comnulerland
3020 University Or. § WY
Hunlsville  539-1200

The Computer Cenler
303 B. Poplar Place
Birmingham  942-BB&7
ALASKA

The Alpha Corporalon
100 W Int') Auport Rd.
Anchorage  279-1318
Team Elaclronics
Anchorage 276-2923
Anchorage 272-4823
Faubanks 456-4157
ARIZONA

Byte Shop

Tempe  894-1129
Phoenix  942-7300
Tucson  327-4578

CALIFORNIA

AVIDO Electromics

2210 Belllicwer Road
Long Beach 598-0444
Byle Shap

Cilrus Heights  961-2983
Palp Ao 327-8080
Pasadena 684-3313
San Jose  377-4585
San Mateo  341-4200
Santa Clara  249-4221
Walnul Cregk  933-6252
Computeriand

El Cerrita 233-5010
Hayward 538-£080
Inglewond  776-8080
Mission Vign  770-0131
San Diego  560-9912
San Feancisco  546-1582
Thousand Oaks  495-3554
Tustin  544-D542
Campules Componenls

SBAB Sepulveda Blvd,

Van Nuys  7BB-7411
Compuier Gountry

506 E. tst. St

Tustin  B38-4770
Computer Playground
6789 Westminster Avenue
Westminster  898-8330
Caompyter Store

1093 Missian SI.

§an Franciscn  431-0640
The Computer Stare

820 Broadway

Santa Monica  451-0713
Eleciric Brain

3038 W Tedar Ave,

Fresno  227-B479

Home Entertainment Emporium
2100 Sepulveda Blvd .
Manhattan Beach 546-2501
Bainbow Gomputing, Inc.
10723 White Oak

Granada Hills  360-2171
Strawberry Electronics

71 Glenn Way #9

Belmant  535-0231
COLCRADO

Byie Shap

3464 5 Acoma St.
Englewooy  761-5232
Team Elecironics

Bowider 447-2368
Colorado Springs  586-5566
fort Collins  484-7500
Grand Junctian  245-4455
Gregley  356-3800
Longmanl  772-7800
Pugblo  545-0703

CONMECTICUT
Computerland

2475 Black Rack Turnpike
Fairfield  374-2227

The Gomputer Stare

635 Main 5t

Windsor Locks  627-0188

DELAWARE
Computerand
Kirkwood Highwa
Newark  738-9656
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FLORIDA

Byte Shop

F{. Lauderdale  561-2983
Miami  264-2983

GEQRGIA

OalaMan. tnc.

3001 K. Fulton Drive
Alante  233-0532
HAWAI

Aeal Share

190 S. King Street #3890
Honolulu  536-104%
ILLINOIS
Computerland

Arlington Heights  255-6438
Hiles 967-1714
Daklawn 422 B0

Dalz Dom
1612 E Alunnqum Rd.
Shaumburg  397-8700

ity Bitty Machine Company
1316 Chicago Avenue
Evanston  328-6800

Team Electronics
Carpentersville  428-6474
Decatur  877-2774
Galesburg  344-1300
Moline  197-8261
Peoria  692-2720
Rock island  7BB-9595
Rockfard  399-2577
Schaumburg  882-5864
Springfield  525-8637
INDIANA

The Data Domain

Forl Wayng  484-7611
Bioomington  334-3607
West Lalayette  743-3951
Indianapotis  251-3139
The Home Computer Center
2115E. 62nd 5t
Indianapehs  251-6800
IOWA

The Computer Stare
A124 Brady $1,
Davenport  386-3330
Team Electronics
Ames  232-7705
Bettendord  355-7013
Cedar Rapids 393-8956
Davenporl  385-2588
Dubugue 583-9195
lowa City  338-3681
Sioux City  252-4507
Sioux ity 277-2019
Waterlon  235-6507
Video Midwesl, Inc.
2212 Ingersoll Ave.

Des Moines  244-1447
KANSAS

Barney & Asspciates
425 N. Broadway
Pittsburg  231-1970
Team Electronics
Barden Cily 276-2911
Hutchinson  662-0832
Lawrence 841-3775
Manhattan  539-4636
Salina  827-9361
Topeka 267-2200
Wichia  685-8826
Wichita  942-1415
Wichita 682-7559
KENTUCKY
Computerland

813 B. Lyndon Lane
Louisville 425-8308
The Data Domain
Lexington  233-3345
Louisville 456-5242

MARYLAND
Computerfand

16065 Frederick Road
Rockwlly  948-7676
Computers, elc.

134 Allegheny Ave.
Towsan  674-4742

MASSACHUSETTS
The Compuler Store, Inc
124 Caml nn%e Street
Burlington  2¥2-8770
MICHIGAN

Team Elecironics
Escanaba  786-3911
Menominee 864-2213
MINNESOTA

Team Electronics
Minnelonka  544-7412
Eding 9204817
Eden Prairie  941-8901
Bamigy  751-7880
Willmar  235-2120
51 Clowd  253-B326
Owatonna  451.7248
Hibging 263-8200
Vignda  741-5319
St. Anthony  789-4368
Wes! St. Pawl 451-1765
Minpeapehs  377-8840
St Paul 2277223
St. Cloud  251-1335
Minneapolis  B89-1288
Minngapalis  378-1185
Maplewood 7773737
Mankate  387-7937
Eveleth  749-8140
SI Paul  €36-5147

MISSOURI

Electmmc Eom anenls, Inll.
wy 53

1305-8 Soulh
Columbia  443-5225

Team Eleclromgs
Biscayne Mall

3 Syadium Biwd,
Columbia 445-4496
MONTANA

{amputers Made Easy
415 Morrow
Bozeman  586-3065

Team Electronics
Greal Falls  BS2-3281
Missaula 549-4119
NEBRASKA

Team Electronics
Grand Istand  381-D55%
Lingoin  435-2950
Dmaha  397-1666
Omaha  333-3100
toralk  379-1161
Nonh Platte  534-4645

NEW HAMFSHIRE

Compuiermart
170 Main Street
Washua BB3-2386

NEW JERSEY

Compulerand

2 De Hart Stregt
Morristown  530-4077
Compulermart

901 Route 27

fselin - 283-0600

NEW YORK
Gomgulerand
Bulfale  B36-6511
lihaca  277-4888

Compuler Mart of MY,
118 Madison Ave,
New York  686-7923

Co-gp Electionics
9148 Main Slreet
Clarence  §34-2193
NORTH CAROLINA

Byle Shop
1213 Hillsborough St.
Ralewgh  B33-0210

Compuler Rogm
1729 Garden Terrace
Charlotte  373-0B75

Rom's & Ram's
Crablree Valley Mall
Raleigh 781-0003
NORTH DAKOTA
Team Electronics
Bismarck 223-4546
Faign 282-4562
Grand Forks  746-4474
Minot  852-3281
Wlkston  572-7631
QHIO

Computeriand
1304 SOM Canter Rd.
Mayheld Heights  461-1200

The Dala Bomain

Daylon  223-2343

Cincinnatr  561-6733
OKLAHOMA

Bils, Bytes & Micros
1186 N. MacArthur Blvd,
Oklghpma City  947-5646

High Technology

1020 W, Wilshire Blvd,
Oklahoma City  843-9667
Team Electronics
Harman  329-3455
Oklahama City - 634-3357
Oklahoma City  B48-5573
Stellwater 37720650
Tulza 6334575

Tulsa  252-5751

Yokon 373-1994
COREGOMN

Team Electranics

Bend  389-8525

Canby 266-2539
Salem 3643278

PENNSYLVANIA
Computer Mart of PA
Houlte 202

King ol Prussia  265-2580
SOUTH DAKOTA
Team Elecironics
Pierre  224-1881
Rapid City  343-8363
Sioux Falls  336-3730
Sipux Falls 3391421
Sigux Falls  339-2237
Waterfown 886-4725

Cupertino, California 95014
{408) 996-1010

EURAPPLE

TEXAS

Byle Shop
3211 Fongren
Houston  977-0664

Compuleriand
Houston 9970809
Austin 452-5701

Computer Shops. Inc.
13933 North Central
Dallas  234-3412

The Computer Shop
6812 San Pedro
San Antonie 8280553

Computer Terminal
2101 Myrite St
El Paso 5321777

The KA Computer Store
1200 Majesty Drive
[allas

VIRGINIA

The Computer Hardware Store
818 Frankin $1
Aexandria  548-8085

Home Computer Cenlar
Virginia Beach  340-1977
Newport News  595-1955
Tunberville Elacironics
P.¢. Box 202

Tumberville BSE-BO2E
WASHINGTON

Team Electronics

423 W. Yakima

Yakima 453-0313
WASHINGTON, D.C.
Gerogetown Computer Store
3286 M SILN.W.
Washington, D.C.  382-2127
WISCONSIN

Team Electronics

Eau Ciare  834-0328
Eau Clawe  B34-1288
Madison  244-1339
Milwaukee 461-7600
Raging  554-8505
Sheboygan  458-8791
Gregndale  421-4300
Rhinetander  369-3300
LaGrosse  788-2250
Wauzap 842-3364
Wiwaukee 672-7600
Jangswlle  736-3150
Manitowoc  684-3393
Milwaukes  354-4880
Oshkosh 2337050
WYOMING

Leﬁtm E;ctmmcs ¢

i

12 g
Caspar  235-5691
CANADA

Future 8yle
2274 Rockland
Montreal, Que.  731-4638

AUSTHALIA
Computerland

52-58 Clarence St
Sydney, NSW  29-3-153

apple computear Inc.

10260 Bandley Drive

European Operations of Apple Computer, Inc.
2031 Byron Street
Palo Alto, CA 94301
(415) 964-7020

Circle 4 on inquiry card.



Ernest W Kent, Associate Professor

1 ; of Psychology

The University of Illinois at Chicago Circle
Chicago IL 60680

The idea of a machine that thinks like a
man has always fascinated us. If we talk
about substantial improvements in processor
design, it is relegated to a few technical
journals, but if we talk about robots, or
write stories about computers with person-
alities, or r ¢ movies about HAL, everyone
gets interested, and computer buffs stay up
all night trying to figure out how 1o make
their machines | ave like that. An artil il
“intelligence,” in the sense in which we
apply that term to our own thought
processes, has been a recurring theme dating
back to antiquity, despite the fact that no
such machine has ever exisied. | don't know
why this is so, perhaps it springs from a
desire to understand our own thoughts, or
perhaps the hur race is just lonely. We
keep hoping for dolphins and Martians to
start talking to us too. Whatever the reason,
the idea is a potent one, and an enduring
source of interest.

Why then don’t we build computers that
think like men? Well, people have certainly
tried, and some very ¢ ant software has
been created towards that end, but the
results have always been frustratingly
limited. You have all heard the old adage
that a compuier to cqual the human brain
would require a machine 2 size of the
Empire State Building with the electrical
oulput of Niagara Falls to power it, but that
was always just an excuse. Aside from the
fact that whoever coined that notion didn't
have any idea of what a brain-like computer
would require, the fact is that we would
have built it anyway, if we’d known how.

Moreover, when that guess was made, we
were making computers out of 12AX7s, and
it's a long way from the 12AX7 to the £-80.
We would certainly  build  that machine
Loday, if we knew /. What then is the
problem? Qur big fast machines can do
elegant and complex mathematics, cven
proofs, far beyond our own powers, yet we
have the greatest difficulty making them
display even the slightest degree of common
sense. The System 370 can do amazing
things with numbers, but it wouldn’t have
the intelligence to duck if you swung a club
at it. A frog could do better at dealing with
its environment.

I assure you that the problem has nothing
to do with any mysterious properties of the
brain. |f we have learned anything about the
brain, it is that it is a machine. A complex
machine to be sure, but a machine nonethe-
tess. This notion frequently upsets people;
they are bothered by the suggestion that
they might be “only a machine.” | nk
that this is the wrong interpretation. The
stalement that the brain is a machine does
not mean that it is “only” a machine in the
sense of the simple machines of limited
ability that we have produced, R ier, itisa
statement that extends our concept of what
a machine can do. It does not denigrate what
the brain can do. Of course, it raises the
possibility that we can design a machine that
thinks like a man, with all of the attendant
prot 15 of philosophy and theology that
that raises.

One could take refuge in the notion that
brain and mind may somchow be different,
but the evidence is that when the brain is
manipulated experimentally, all of our
mental processes, our sensations and percep-
tions, our feelings and emotions, our in-
tellectual processes, 0 memories, even our
states of consciousness are manipulated too.
The evidence suggests that this manipulation
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is predictable and occurs in the same fashion
in all individuals,

Why are we having so much trouble
making our computers behave in brain-like
fashions if both are machines and both
information processing machines at that? |
think the answer is that we arc trying to
make a wrench do a screwdriver’s job. What
| mean is that while all information proc-
essing machines may theoretically be capable
of imitating all others, Turing didn't say that
all had to be built to handle all problems
with equal ease. In point of fact, the brain’s
architecture is quite different from that of
computers as we customarily build them,
and different in ways that are very instruc-
tive with regard to the problem of building a
“thinking machine.”

The brain and the computer have both
developed in an evolutionary manner, with
“survival of the fittest” dctermining what
features were retained and what were dis-
carded. The differences in their designs arise
from the fact that nature and computer
engineers have different notions of what
constitutes “fittest.” Therc are two aspects
to this difference: the nature of the prob-
lems the machine is required to solve, and
the nature of the hardware available to build
the machine. The successful brains, the ones
whose genes contributed to the next genera-
tion, were the ones that had good designs for
solving problems like recognizing and avoid-
ing dinosaurs, and recognizing and catching
frogs. Ability at higher mathematics was
never a very important criterion in deter-
mining successful brain design, and our poor
brains get quickly strained when they're
required to do much of it. Computer design
was judged from the beginning in terms of
its success al mathematical function, and as
a result they are very good at it, but very
bad al catching frogs.

The kind of hardware available to com-
puter engineers and to organic evolution was
also different, and in part determined the
differences in architecture of successful
brains and computers. Although the logic
gate and the neuron have a great deal in
common as we shall sce, some of their
differences turned out 1o have far-rcaching
consequences. The brain never had speed on
its side, neurons operate in milliseconds not
nanoseconds, but it never lacked for quan-
lity. (You want million bit bytes and ten
thousand legged gates? Sure, how many
tritlion?) The computer engineers on the
other hand were limited in quantity by the
expense and difficulty of assembly of their
components, which dictated designs that
were hardware conservative. This was com-
pensated by using the speed of clectronic

components to substitute for quantity.
Thus, our compuiers emphasize small bytes
and few registers, but achieve high data
thruput  with iterative reuse of these
components at great speeds. Bus oriented
design and other hardware conservative
adaptations arise from these same
considerations,

In contrast, parallel multiprocessor de-
signs with hierarchical organization, which
the brain uses with wild abandon, are only
seen in thc most primitive form in our
current computers and computer networks,
The brain also has no compunctions about
freely mixing digital and analog computing
elements, using each to best advantage where
needed. Thus, the brain and the computer
have each found a design best suited to the
problems they are required to solve and the
hardware available, albeit big brains can do
some computer-like functions, poorly; and
big computers can do some brain-like func-
tions, poorly.

Curiously enough, both the brain and the
computer seem to have settled on a single
basic organization whether the device is large
or small. We all know how a computer works
in principle, although different machines
differ in detail. The processor, the bus, the
clock, memory, the 10 interface, all are
arranged according to the same basic plan in
large machines and small. Similarly, the
brain of the white rat in my laboratory is of
the same design, basically, as the brain
reading this page. All the samc partls are
included in both, and hooked up in the same
way. The differences are in capacity and
relative development of the parts. Brains are
cven more similar to one another than
compulters.

What | am suggesting is that the com-
puter has developed an architecture that is
optimized for logical and mathematical
problems, but that that is nol an oplimal
architecture if the problem is to display
basic common sense, whether it can do
Fourier transforms or not. Thus, our
machines as presently configured are terribly
inefficient at the kinds of problems brains
solve casily, and prodigious feats of program-
ming, vast amounts of memory and all the
speed that can be mustered give us only the
most trivial results.

| am not going to suggest that we ry 1o
build a hardware replica of the brain. We
don’t have the hardware or the knowledge
yet, | would like to suggest however that if
we arc interested in approaches to a science
of robotics, it would be very instructive to
examine the only model of an intelligent
machine that is available to us, and to try 10
identify principles of operation that could



Is your career growing
as fast as ours?

NET SALES 954 7
(Mihons ot Dol.ars)

EARNINGS PER SHARE
tln Dollars)

288

1973 1974 1975 1976 1977
(1977 Fiscal Year)

New Products Engineers
(Analog and Digital)

Your responsibilities will in-
clude new product introduction
of state-of-the-art processors,
peripherals and controllers to
our Systems Integration Divi-
sion. A BSEE degree or the
equivalent is required with a
minimum of 3 or more years of
related experience.

Diagnostic Programmers
You will design, code and
debug assembler language
programs for fault isolation, to
the chip level, in digital sys-
tems. You will also write func-
tional level system exercisers
for stand-alone and disc-based
real-time operating systems.
A technical degree or the equiv-
alent experience is needed,
together with a thorough under-
standing of digital system
hardware. Hardware trouble-
shooting experience and 3 or
more years' programming
experience, preferably in
diagnostics is very desirable,
especially with strong assembly
language skills.

Test Engineers

You will be responsibie for
PCB test engineering support
for digital products such as
CPU's, memories and options.
Experience is required in
solving engineering problems
as they relate to test equipment,
diagnostics, test philoscphy
and component fault isolation.
You will also initiate and imple-
ment improvements to the
testing process and equipment,
and provide coordination for
the introduction of new prod-
ucts into production. A BSEE
degree and two or more years'
experience in PCB test or
Test Equipment Design.

Manufacturing
Engineers

You will be responsible for
providing floor support in the
PCB assembly area. A BSME,
BSIE or the egquivalent with
Jyears' experience in Manufac-
turing Engineering is required.
A knowledge of auto-insertion
equipment assembly technigue
and soldering equipment is
helptul.

To apply for one of the
above positions mail your
resume to Tom Aldrich.

To apply for one of the
above positions mail your
resume to Rene Santini.

1973 1974 1975

1976 1977

"Adjusted to reflect a 3-for-1 stock spl effected in the
form of a 200% stock dividend declared in February 1973,

Senior Systems
Technicians

This position requires at
least 3 years' experience, mini-
mum, and an ASEE degree or
its equivalent. Your background
should include familiarity with
CPU memory, moving head
disks and related peripherals.

Special Systems
Technicians

You will be working closely
with the Special Systems Engi-
neering Department in the
design of non-standard com-
puter products. A minimum of
3 years’ experience and an
ASEE degree or its equivalent
is necessary.

To apply for one of the
above positions mail your
resume to John Prendergast.

Data General Corporation,
Route 9, Southboro, MA
01772. Data Generalis an
equal opportunity employer,
M/F.

¢vyDataGeneral
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Figure 1. The parts of the ncuron, the brain's basic “gate.”’ Flow of information through this
gate is roughly from left to right. Quiputs are digital pulse streams transmitted through the
axon and its branches to inputs of other neurons. lnputs are signals from other axons, which are
summed by an analog process which weights various sources and fires an output pulse when a

threshold is reached.

be put to good use with the kinds of
hardware that we do have. This is a parti-
cularly appropriate time for such an exer-
cise, since the hardware revelution has freed
us to a degree from some of the original
constraints upon computer design, and the
growth of the computer hobby community
has provided us with a group of cager
experimenters who don't have a large invest-
ment in standard approaches, or a require-
ment to produce commercially useful
business machines. Finally, our under-
standing of the operation of the brain has
undergone something of a revolution in the
last ten years, and we are in a much better
position to discern the outlines of its archi-
tecture than we were when the computer
was born. The time is right, the means arc at
hand, all we need are the geniuses in the
basement workshops.

| am not going to tell you how to build a
machine to work like a brain, because |
don’t know how. What | propose to do is to
tell you, in terms of compuler concepts,
how a brain works. You supply the ideas
from there. It is generally very difficult to
explain brain operation to the layman, be-
cause he doesn't have the necessary concepts
readily available, | have found, however, that

it is very easy to explain brain operation io
computer people because it can be translated
into terms and concepts with which they are
already familiar. If you can understand
digital and analog electronics, you can
understand in principle, if not in detail, how
your brain works. You don't have 1o under-
stand neurophysiology, neuroanatomy,
neuropharmacology, and physiological
psychology. (Well, maybe a little bit, but I'll
try to keep it painless.)

First, you have to get a picture of the
basic unit of brain structure. This is called a
neuron. It is a cell like all the others in your
body, but it is specialized for information
processing. You can think of it as perform-
ing much the same function as a logical gatc
in a digital machine, or an operational
amplifier in an analog machine. In fact, it is
a very versatile device and can do either or
both jobs. The brain uses ncurons, billions
and billions of them, to do everything it
does. Let's look at the diagram of a neuron
in figure 1. The output of the neuron
appears on the long thin part labeled axon.
Think of the axon as a wire. The brain uses
them for transmitting information over dis-
tance. The difference is that this wire trans-
mits only pulse streams, not DC levels. t's a
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Figure 2: An equivalent circuit for the neuron, illustrating some of its important properties as an analog and digital device. This
model should be compared to the information in figure |.
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digital wire. All the pulses are always the
same height and duration, and can be
thought of as binary bits. Only ones and
zeros are allowed. Now look al the part
Jabeled axon hillock, That's like a Schmitt
trigger. It puts a pulse on the axon whenever
the analog voltage in the part labeled cell
body crosses a preset threshold value. When-
ever this occurs, the voltage in the cell body
is reset to the bascline or initial value. This
cell body voltage is raised toward the
Schmitt trigger’s threshold, or dropped
away from it, by the action of pulses
impinging on the cell body from the axons
of other neurons. The place where an axon
meets a cell body is called a synapse, and it
only transmits in onc direction. Think of it
as a diode. Now a synapse may be positive or
negative. That is, a pulse at a given synapse
may either add to or subtract from the cell
body voltage. This is a function of which
synapse receives the input, not the nature of
the pulse (just like the little inversion circles
on logic gate inputs). Remember however
that the voltage in the cell body is an analog
voltage and is performing an algebraic sum
of the inputs. Moreover, the inputs may have
different weights. The ones furthest from
the axon hillock have the least effect, the

ones nearcst to it have the greatest effect.
Weighting may be reduced greatly by placing
the input far out on an extension of the cell
body called a dendrite. The effect of an
input outlasts the pulse that produces it, so
that inputs which do not arrive synchronous-
ly in time may still sum within bricf time
limits. Think of it as a pulse stretcher at each
input coupled with a time constant in the
cell body. The effect of the finite time
constant is to give each input pulse a
temporal weighting (ie: the more recently
arrived pulses have a greater weight in the
sum).

When the inputs 1o the cell body have
summed past threshold at the axon hillock,
and a pulse has been placed on the axon as a
result, we say that the neuron has “fired."
An equivalent circuit (for our purposes) of
the basic neuron is shown in figure 2. If you
study figures 1 and 2 for a moment, you will
se¢ that the neuron has digital inputs, which
are converted to analog values and operated
on algebraically in an analog fashion. The
result is then converted back to digital form
for transmission. Now this is a very powerful
tool. It can act as an AND gate {coincidence
of several equally weighted inputs required
to reach firing threshold), an OR gate (any
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Interaction of inputs from different
axons is termed ‘‘spatial summation,” and
interaction of sequential pulses on the same
axon is termed ‘‘temporal summation.” One
of the interesting things the brain can do
with this capability is to use both place and
frequency coding simultaneously on the
same line. Another advantage is the ability
to represent very large numerical quantities
with what might be called a ‘temporal
byte,” or integration over a brief time
period, of a single input line. As an example,
consider the way the brain encodes sensory
information from your skin. The type of
sensation (ie: heat, cold, pressure, etc) as
well as the location of the sensation is place
coded. That is, what you feel is a function
of which line is active. The magnitude
of the sensation, how much you feel, is
frequency coded on the same line. Thus,
the brain structure receiving the infor-
mation can determine the type and location
of the stimulation with a ‘“‘spatial byte,”
{place code) which determines the set of
active lines, and the intensity of the stimula-
tion with a “temporal byte” of frequency
code.

The brain’s basic “byte,” therefore, has
two dimensions, a spatial dimension and a
temporal dimension. Two independent sets
of information may be encoded in these two
dimensions, and they may then interact in
the receiving structure in a way determined
by that structure, Notice that the spatial
aspect of the byte is essentially digital
information, and that the temporal aspect of
the byte is essentially analog information,
although it is encoded in the frequency of
digital pulses.

The mathematical treatment of this is an
information theorist’s nightmare, although it
can be done, but from a practical standpoint
there are some clear advantages. Digital
information output from a structure which
determines the type of action to be taken
and analog information output from another
structure which determines intensity of
action required may “‘gate’’ one another in a
third location to produce an output stream
which simultaneously defines the nature and
magnitude of the action taken. One could
think of it as specifying the enabling of a set
of switches with an appropriately coded
digital byte while presenting a set of analog
values to the switched lines. We do see this
sort of thing of course in some electronic
10 applications, but the brain makes use of
this, and much more complicated inter-
actions, in its internal processing. It may use
the information from one aspect of the byte
to determine the nature or extent of the
operation to be performed on the informa-
tion in the other aspect of the byte.

Two additional properties of the neuron
need to be mentioned to compiete our
understanding of the basic gate. The first is a
different type of inhibitory input. The
“negative synapse’ described earlier puts an
inhibitory input into the cell body to act on
the analog sum there and retard the achieve-
ment of firing threshold at the axon hillock.
This action of course simply antagonizes
(with a specified weight) the action of all the
positive inputs. Clearly, it does this without
regard to which input it is antagonizing. It is
also possible to have a “negative synapse”
which antagonizes only a specific synaptic
input. This is called “presynaptic inhibi-
tion,” because it may be thought of as a
disable input to one of the input one shots.

The final desirable property of the
neuron as a computer element is that speed
of transmission of pulses down the axon
may vary over a wide range (although it is
always the same in any given axon). This
means that we may use high speed axons to
move data quickly, but low speed axons may
be employed as delay lines. Since axons can
have branches coming off at any point, we
may have tapped delay lines. We shall see
some stunning examples of the utility of this
feature.

It should be apparent by now that the
basic neuron is an enormously powerful
tool. In practice, few situations call for al! of
the complexity of this device, and it is
frequently seen acting as simply a switch or
AND gate or other very domestic sort of
creature. Indeed, in many situations,
neurons take on a variety of specialized
shapes and connections which optimize
them for one or another function, to the
exclusion of others. In all cases however,
their operation may be understood in terms
of the basic design we have discussed.

Now that we have some terms for the
basic elements, let us take a leap to the other
end of the size spectrum and examine the
overall structure of the brain. The exact
anatomy is actually of little relevance for
our purposes, but it may help to have a
visual image of the device as we discuss the
features of its parts. Figure 3 shows the
general appearance of the human brain,
together with some of its internal structure.
Figure 4 shows the general organization of
the parts as they would appear if the brain
were taken out of the body, unfolded, and
flattened out in a neat plan view.

The functional structures of the brain
may be generally divided intc two cate-
gories, fiber tracts and nuclei (plural of
nucleus). Fiber tracts are simply bundles of
axons going from somewhere to somewhere
else, the cabling and wiring of the brain. The
nuclei are groups of cell bodies. Each
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nucleus may be thought of as analogous to a
central processor with a dedicated function,
and (in most cases} a hardwired or ROM
program. Most of the nuclei are irregular
blobs of cell bodies, but in some cases the
cell bodies are arranged in layers and the
layers form a felded sheet of cells. In this
case it is called a cortex rather than a
nucleus, but the idea is the same. (The most
famous of course is the cerebral cortex, of
which humans are very proud because it is
better developed in man than in most
species.] The cells in the nuclei may be
divided into two types: local neurons, whose
function is in the data processing internal to
the nucleus, and whose axons do not leave
the nucleus, and output neurons which give
rise to the axons that make up the fiber
tracts and communicate with other nuclei.
There are thousands of nuclei, of all levels of
size and sophistication. Unfortunately, there
is very little system to their names, and the
names are either in Latin, or unpronounca-
ble {Nucleus of Darkeschwitz, etc). The fiber
tracts are bad too (Habenulointerpeduncular
tract).

The only rational thing to do with the
names of neuroanatomy is to endure them
or ignore them. We shall try to ignore them.
It will help however if you will take the time
to learn the names of a few of the major
divisions of the brain which are shown in
figure 4 and to remember their basic refation
to one another. The most important items,
from bottom to top, are: the spinal cord, the
medulla, the pons, the cerchellum, the
mesencephalon, the dicncephalon {and its
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two major subdivisions, the thalamus and
the hypothalamus), the limbic system, the
striatum, and the cerebral cortex.

This bottom to top sequence corresponds
in a general way to a sequence of increasing-
ly more global levels of control, from most
detailed and specific, to most general and
abstract. It also corresponds roughly to the
cvolutionary sequence from oldest and most
primitive to most recent and advanced. All
of the apparatus shown herc is present by
the time the evolutionary level of the
mammals is reached.

The basic architecture of the system is
hicrarchical. Each of the major functions of
the system is partially organized at each leve!
of the system, rather than particular struc-
tures being devoted to particular major
functions. At the lowest levels, there are a
multitude of relatively simple processing
elements doing similar jobs, and at the
higher levels there are a few very complex
and powerful processing elements defining
system goals and priorities, and organizing
the activities of the lower levels to achieve
them.

On the input side, the lowest levels gather
raw data which is then progressively ab-
stracted, sorted and refined at each stage
according to general guidelines which may
be hardwired or provided by higher levels.
The highest levels then receive abstract
symbolic information about the general state
of the environment rather than details.
{“There is a black cat there” as opposed to
“The following points of the visual field are
dark.”} Similarly, output functions begin al
the highest levels, which determine general
goals and strategies and transmit these in the
form of statements about more limited
momentary objectives to lower levels, which
in turn send information about desired
actions and timing to the lowest levels for
execution.

Thus, at each level there are a number of
relatively independent processing elements
pursuing their own jobs in parallel real time,
while trading information with echelons
above and below, and laterally with one
another. It follows that it doesn't make
sense to ask where in the brain any large
scale function is processed. Different aspects
of it will be handled in different portions of
functional subsystems which are represented
at all major levels of the physical system. It
might sound hopeless to try to follow the
operation of such a device, but in practice
there is order, not chaos. At the lower levels
where semi-independent processors are most
numerous, there is least diversity among
them. The organization is in many ways like
a military command chain, and one doesn’t

Continued on page 96
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year or two, are prime targets for IRS audits.
The thought of being audited by the IRS
strikes terror inlo even the most innocent
hearts, but if you keep complete and
accurate records you can face even that
contingency with unruffled calm,

The general rule is keep everything. In
detail, this translates into keeping all receipts
for business expensc, paying as many
business expenses by check as possible to
provide the additional documentation of a
cancelled check, and keeping thorough
records of all income from your business.
Remember that the IRS is always looking
for falsified records of all sorts and has no
reason lo suppose that you haven’t been
doing the same, so don’t rely on your com-
puter printout or handwritten records to
satisfy them. All those odd sized reccipts
may be a pain to keep, but if you're audited,
they'll save the day.

Records needed fall into three categories:
income, outlay and miscellaneous. [ncome
records serve as the basis for calculating your
total business income at tax time. For
example, if you bill someone for a computer
service, keep a copy of the invoice you send
out and note on it such particulars as date,
service, customer's name and address, and
postage required to send the bill. When pay-
ment is received, mark the invoice with the
date of payment and file a photocopy of the
check with it. A record of the date of pay-
ment is especially desirable if you are paid in
cash, and for this reason an inexpen-
sive receipt book can be a worthwhile
investment.

Records of outlay serve to document
expenditures made for the business. They
are especially important because they
support any business deductions you claim
at the end of the year. Anything purchased
exclusively for business use is a safe deduc-
tion. Thus, if you buy a cassette which is
used solely for business data (as opposed to
programs for your private amusement),
it counts as a business expense; but if you
buy a sheet of stamps, you can only count
as business expense those stamps used for
business purposes, such as mailing bills or
advertising.

Miscellaneous records document your
claim to be a business. They include copies
of any advertising you do, business cor-
respondence, and announcements (or news-
clips) of activities you participated in which
mention that you are the proprietor of
your business.

The central fact to remember is that the
IRS takes nobody's word for anything and
looks at any record with a critical eye.
Fraud and conspiracy to defraud are ever

present, and the RS is continually on guard
against them. Therefore, any record which
involves a business other than your own
(eg: the company you bought x from), a
bank, or another individual {a customer, a
news reporter, whatever) helps your cause
by providing someone who can altest to
your business activities, All of Lhis inevitably
sounds paranoid, but a little well-placed
forethought and paranoia can save lrouble
later.

Getting Organized

Naturally, all these documents amount to
a lot of paper, usually in odd sized scraps
that have the knack of vanishing 4t incon-
venient moments. There are  several
approaches to making life easier at tax time.
One successful “small business” | know uses
paper bags. The entrepreneur of this enter-
prise keeps one marked expense and one
marked income by the desk and pitches all
documents into one or the other. When
preparing tax forms, he sorts the bags, com-
bining related documents into rubber-
banded bundles, and, after the forms are
mailed, puts all the documents pius a copy
of the tax forms into one large paper bag.
Stapled shut and labelled with the year, it
then takes ils place among previous years’
bags on a shelf as insurance against the
day the 1RS decides to audit.

| personally prefer a somewhat more
complicated system employing file folders,
Each client or type of expense has its own
file folder which 1 can use not only for tax
purposes but as 2 basis for estimating antici-
pated needs. If the money can be available
before the expense arises, life is made easier;
and if a service can be offered Lo a client
just as hefshe is aboul to request it, business
flows more smoothly,

Regardless of system, however, the
principle is the same: kecep hard copy
proving the legitimacy of every deduction
and every bit of claimed income. Try dif-
ferent approaches until you find the one
that suits you best, and then stick with it.
It's your best defense against allegations of
tax fraud,

The Silver Lining

If all this sounds like a lot of trouble,
you're right. But it has advantages. And in
the language of income tax, “advantage” is
spelled deduction. Small business expenses
are deductible. What counts as a business
expense? Schedule C, the main tax form
businesses must fill out (more about this
later), lists several categories. Let’s consider
them one by one.
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Depreciation

If you buy any income producing
property or property used in your business
which has a limited useful life that can be
reasonably estimated, you may, during the
years of its useful life, recover some of its
cost in the form of depreciation. If, for
example, you buy an item to use in your
business that will wear out or need replace-
ment in time, you can deduct a certain
percentage of its cost every year of its
estimated life. If you are using the item flor
nonbusiness as well as business purposes,
you may only deduct the depreciation for
the period of business use. Thus, if you buy
a computer which will be used one third of
the time for business and the other two
thirds of the time for nonbusiness uses, only
one third of its annual depreciation can be
deducted as a business expense.

There are many ways of calculating
depreciation. Tax law surrounding it is too
complicated for thorough discussion in an
article of this length, but since much of the
expense of a small computer business arises
from purchases of depreciable property, it
is well worth a detailed study if you start
your own computer-orienied business,

Taxes on Business and Business Property

This includes tax on business property
(if you conduct your business on land you
own and on which you must pay property
tax); personal property tax, sales tax,
gasoling tax, and the like if they were
incurred in the ordinary course of business;
state imposed corporate franchise tax; and,
if you have employees, employment laxes.
Of these, only sales tax {in applicable states)
and gasoline tax are apt Lo be worth the
computer entrepreneur’s time as deductions,
but be sure Lo deduct all that apply and are
documented.

Other Business Property Deductions

If you rent an office from which you
conduct your business, the rent s
deductible. If you operate from your home,
however, you get no such deduction cxcept
under very special circumstances which are
discussed in greater detaj! below. Unless you
are engaged in your business full time,
however, attempting to get this deduction
will almost certainly be more trouble than
it's worth.

Routine repairs and maintenance of
business property (the office, if any, the
computer, etc) are deductible only if they
do not increasc the value, utility or life
expectancy of the repaired item, Thus,
the cost of replacing a 2102 programmable

memory which gave up the ghost unexpec-
tedly is deductible as a repair cost, but up-
grading it to a 2102-1 or adding another 4
K of memory to the system is an improve-
ment and must be treated differently.

If you carry business insurance, the
premiums are deductible.

Salaries, Wages, and the Like

If you have employees, there are deduc-
tions for salaries, wages, commissions and
numerous forms of employee benefits, bul
you may not deduct any salary, wage or
cumpensation paid to yourself. [f you claim
deductions in these categories, be prepared
to prove that the service paid for (cg: date
entry) actually was rendered, that the pay-
ment for the service actually was made, and
that the rate of pay was rcasonable.

You may also deduct the fees of lawyers,
accountants and the like whose services your
business uses.

Financial Business Deductions

You may claim deductions for bad deblts
arising from sales or services, for interest on
loans made for or by the business, and for a
number of other more complex financial
matters which arise from certain business Llax
breaks. Unfortunately, computer entre-
preneurs are not likely to qualify for
the tax breaks, so | merely mention their
existence in passing.

Other Business Expenses

Most of your deductions are apt to fit
into this category. If you're renling an
office, you can deduct the costs of hcat,
light, telephone and trash removal. These are
also deductible if you qualify for a
deduction for conducting business in your
home, but in any event you can safely
deduct business long distance teleghone
calls. The cost of postage is deductible for
all business correspondence including mailed
advertisements and bills, as is any paper and
printing expense which you incur for your
business. Similarly, your investment in
receipt books, file folders and other suppiics
used to maintain tax records is deductible.

One of the largest deductions of the com-
puter entrepreneur will probably be for
reference and research materials. If you
purchase books or magazines which give
you information which contributes to the
success of your business (eg: an issue of a
magazine containing a program for a service
you subsequently sell), the cost of the pub-
lication is a deductible expense. Member-
ships in professional societies, subscriptions
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Figure la: The modified digital voltmeter, an expansion of lust month'’s basic design. Changes include the addition of an inpui
muftiplexer, made up of eight dual in line package relays, and [C9, a 1 of 10 decoder. The modification alfows the voltmeter to
handle a wider variety of input voltages, both AC and DC. All resistors are 5% 1{4 W, and all capacitors are 100 V ceramic,
unless otherwise indicated.
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Table 1: Power wiring table for figure 1.
Number Type +5V GND -5V
IC1 MC14433 24 12 13
1C2 1403 1 3
IC3 741504 14 7 +5v +5V
1C4 741504 14 7 2 l I &
ICS 7474 14 7 + 1O0uF !
Ic6 CD4053 16 8 7 T 1oV T'OOV
1C7 CD4053 16 8 7 GND > /J7
Ic8 CDA4051 16 8 _LO“F l
IN752A 25V 100V
1C9 7445 16 8 3300
W
¢ b h v
12 TO -I7V -5v

The data from the digital voltmeter to
the computer s serial and parallel. There
are Jour digit sclect lines and four binary
coded decimal (BCD) data lines:

Figure 1b: A circuit enabling the experimenter to derive —5 VDC from an
existing power supply having any output from —12 to —]7 VDC, —5 VDC
is needed to power the various CMOS switches used in this design (see fig-

pin23 Q3  {Most significant bit} wre jc).

pin 22 Q2

pin 21 O BCD, digit vaiue outputs

mn20 Qp ‘4 8

pin 19 DS1  (Mostsign:ficant digit)

pin 18 DS2 e ——_—— - - — -7

pin 17 DS3 Digit select outputs r |

pin 16 DS4 : :

With respect o what th ter se | '

ith respect 1o what the computer sces { 5008 |
through the 74LS04 bufters, the digit select : ;
owputl is low when the respective digil is | e ———¢- |
selected. The most significant digit (1/2 digit Y S — |4
DST) goes low im‘mcdialcly after an er}d.of | 2 6 7
conversion pulse followed by the remaining
digits sequencing from the most significant Figure Ic: Pin diagram of a Sigma relay, type 191TE1A2-55 14 pin dual
to the least significant digit. An interdigit it line puckage.

blanking time of two clock periods is in-
cluded internally to ensure that the BCD
data has sctiled.

1

During the 1/2 digit (DS1), the polarity !

and certain status bits are available. Polarity AX OR AY 14,
; O indic i our < F———7—

v on Q) and a | will indicate negative. The /

2
—Jax iNpUT

L . . ]
,I ,’2' .LII.QIL 'WIH appedr on Q3 and a 1 will ' ‘,‘ 13 CAY INPUT
indicate high. CTRL W
INPUT I
Enhancements to the Basic DVM Interface LSPOT CTORL %L%P—U—T—
Photo 1 and figure 1 illustrate the fully I Ay
modificd DVM interface. [t retains the basic
interface structure outlined last month, but
with some additional goodies. The interface Figure 1d: Functional description of one switching section of ¢ CD 4053
i~ desizned for attachment 1o decoded 8 bit CMOS switch. The device acts fike a remote controlled single pole double
pardllel input and output ports and can be throw switch. Continued on page 44
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Figure 2: A simplified
representation of the input
section of the expanded
digital  voltmeter. The
amount of gain and the
AC to DC conversion op-
tion are selectable by
means of CMOS switches.
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SELECTION OVER VOLTAGE

switches are illustrated in a unit gain DC
Input mode. When an input relay is closed,
its applied voltage is sent directly to the
DVM integrated circuit input through the
1 M$2 resistor. The AC to DC converter is
switched out of the system and with both
SW1 and SW2 open, na dividers are in the
circuit. If 1.400 V is applied through a
closed relay, the DVM will read 1.400 V for
that channel. If, an the other hand, 150 V is
suddenly switched in on another relay with
this SW1 and SW2 setting, the chips wou'd
be fried were it not for Z1 and Z2. At
voltages of less than 4 absolute (*4 V) the
diodes do nothing. When inputs exceed this
absolute value, Z1 and Z2 clamp them to
4 V. The data acquired by the computer
will indicate an out of range condition, since
it s over 2 ¥V, but at least it will not have
evaporated.

How Do We Read @ to 200 V Inputs?

Closing switch 2 forms a 10:1 divider
network. If 8 V is applied and switch 1 is
closed, the result is:

8
Vi () R
8
- (1.111 MQ)X MK

0.799 v
~ (0.800V

As you can see, the result of closing SW1
and applying the 111 K resistor is to divide
the 8 V by 10 to get 0.799 V. Proper trim-

INPUT RELAY INPUT

MULTIPLEXER
PROTECTION

ming of this 111 K resistor will give an out-
put of 0.800 V. This value is compatible
with the DWVM integrated circuit input
range, and when read by the computer, will
be equal to 0.800 V. The programmer
should keep in mind that a divider is used on
this channel and should multiply the result
by 10 to obtain 8.00 V.,

Closing switch 2 forms a 100:1 divider.
The mathematics is the same except that
the divider resistor is 11.11 K instead of
111 K. An 8 V input appears at the DVYM
input as 0.080 V, while 150 V becomes
1.500 V.

AC to DC Converter

An additional bonus of this interface
is AC to DC conversion on any input chan-
nel. Figure 3 shows the schematic of the
AC to DC converter section of the inter-
face. Bit & of output port 003 controls the
application of this function. When it is high,
SW3 and SW4 are in the positions shown in
figure 2. In this state the AC to DC con-
verter is switched out of the circuit and the
DVM gets its input directly from the divider
section. When bit 6 is programmed to be a
low level, switches 3 and 4 switch to their
alternaté positions and route the input
signal from the divider network through
the AC to DC converter. The resulting signal
is equal to the average RMS value of the
applied input signal. This is basically the
same type of circuit as the kind included in
many single channel digital meters.

The AC to DC converter consists of three
sections of an LM324, 1C10. IC10A is a high
impedance input buffer with variable offset
adjustment. When the converter is switched
into play, it must have a high input im-






Figure 3: Circuitry of the
AC to DC converter used
by the digital voltmeter.
All resistors are 1% except

where shown.
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o
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13N
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(NPUT

RESISTORS ARE PREFERABLY
1% FOR MAXIMUM ACCURACY

pedance to avoid loading down the divider
network. IC10B is the actual AC to DC
conversion section. [ts output is a current
proportional to the AC input voltage.
IC10C converts this current to a voltage and
provides ripple filtering. One consideration
to keep in mind is that, since this is a multi-
plexing analog to digital converter, the usual
DC blocking capacitor at the input of the
AC to DC converter has been removed.
Given the particular circuit impedances
and desired frequency range the converter
should cover, the input capacitor had to
be removed because it couldn’t respond
quickly enough. The result is an AC to
DC converter that will pass both AC and DC
signals; only the AC converted signals should
be used, however.

When a 1.0 V peak AC signal (60 Hz) is
applied to the converter, the output should
be +0.707 VDC. If by accident the AC
converter is switched into a DC signal, the
outpul of the converter will be 1.414 times
the true DC input. Keep a close watch
on your program command byte 1o the
interface.

2500V _ 2| mcia03

REFERENCE

6.8K
zooov |

>

10K

SWE a0V

Figure 4: A simplified detail of figure 1, showing the Vyef and integration

time constant circuitry.
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]

ic10 LM324{ 4

Adding a 199.9 mV Range

Up to this point we have discussed addi-
tions to the basic circuit that aliow range
selections of 0 to 2 V, 0 1o 20 V, and O to
200 V. Circuit changes can be incorporated
to extend the DVM range in the opposite
direction. Figure 4 iilustrates the voltage
reference and range selection setup of this
interface. The MC14433 can also be con-
figured to cover a range of O (0 £199.9 mV,
When bit 5 of port 003 is low, swiltches 5
and 6 are in the positions shown. A ratio-
metric converter has a range determined by
the applied VRes, which would be 2.000 V
in this instance. With SW5 open, the inte-
grating time constant is set by usinga 470 K
resistor {formed by the scries combination
of 443 K and 27 K). With bit 5set 1o a 1,
the converter changes its VR level 1o
0.200 V and its integration resistor to 27 K.
These changes are the only ones nccessary
for 0 to 0.2 V range scleclion.

A Less Complicated Driver

The driver was explained tast month in

.detail. It was designed to be as fast as possi-

ble. The relay multiplexer added this month
unfortunately cannot operate al thatl speed
without modification. | have included a new
driver subroutine written especially for this
application (see listing 1).

The interface driver is a relocatable sub-
routine which is polled by a call instruction.
The driver is written for page 140 {octal) bul
is casily relocatable. 1t occupies less than one
256 byte page of memory and is written for
the Z-80 processor. IL is especially designed






Listing 1. An assembly

language  program  for
driving the MCJ]4433
3 1/2 digit analog to

digital converter, written
for the Z-80.

50 BYTE January 1978

FAGOO0
130000
1A0000
LADOGE
LAOGGG
[AGO00
140000
I TR INY
1AGO0D
VIV
NG VIRV
1A¢-00a
[RETVIVIREN
L4001
[ AT Iy
Lagadtq

P00 s e

14000
1A
14604
140024
LA00 50

LaG03s
140040
LADOA0
LA0040
140040
L4003
140043
L4004a3
LA0043
140043
140043
140043
140044
tAgVaA7
145091
140004
10060
140062
140053
1400465
1400467
140071
140071
140071
140071
140073
1A00 74

140100 3

140103
140105
140107
140107
140107
140107
140111
140113
140115
140117
140121
140123
140123
140123
140123
140125
140130
140131
140132
140133
140134
140136
140140
140142
140144
140146
140146
140144
140144
140147
140152
140152
140152
140152
140154
140157
140161
140144
140164
140144
140144
140166
140171
140173
1401746

0

DGO
D00

173
ey
344
[Ty
380
92
187
313
313
334

333
313

N1¢]
Q20
313
040

00&
315
057
017
oLz
017
344
034
313
Q40
036

263
335

313
315
346
3345

313
315
J44
335

KLeIY)
DHO

G

DOD
D00
[V
D90
[SIv1%]
Q00

Y Q00

OO0

00

DX Y
DO7
040
041
200

40

a0
Q00

043
043
031

HO3
04q1
003
la3
200
003

149

140

Q0
107
372
354
117
[$2-7)

200

232

140

001
Q00
122
002
200

187 000

140

001

014
a3z
017
147 002

140

140

Ghan pire rag 3 ATA THCUT TURT et
[ERRSTI RPN | "uu N SEATUS FMeUT I T i i
Glew Lt b A COMMoNDe TR Falis T ek B
G EEOU v D Pkl b D LI
IXE TR IT SR R oy BLSaBLE L THEU
[RN RSV 3
QUG
TG P ETE CHeawWE D T B ] IS
Gy ok
VHe Dt ¢
iy ¥ :
UHANT Tl ARFEY T
1y PV TS LI
[ R TR TGO
: 1EN)
Chivad s T
T
CHANG il
il
[NITRT liw
it
CHAMNS hw
1
4 CHALS T
BRIV 114
YR SVAR]
DA €N R TLATE DA Ta BT R
CAD
D430 CHAN Itk OG0 CLHS N B CHIANNET MMl b
B9 e 10N QOOO00 COMMANTE CHANNEL  FakaMe TEI:
¢
»
FRR S TART S b0 CUNU RTLK
L]
*
PSTART 1D Ark
DNV (N1 [N M
Qou0 Arlle o
QL [ 1 CUHAND o
GEOOD 11t FA v AN
0914 Lt [rest
NP0 t b viy
0930 S CALCULATE HURFER UFFSET
0940 ke b
U9 Altlt 17X 11
V2460 *
Q970 % SULECT CHANNEL AND STAlK] CONVERSIUN
QY80 *
0935 b B d SET CYCLE COUNT
O9Y0 sSLsC (R e (U
1000 outr  cor SELEGCT LHANNEL
100N CAL L. BELAY
LO10 Q¢ ELEUC ENAERLLE UG OUTFUL
100 autr  ooe COMMAND A/D CONVERTER
1030 &
1040 % WATY | ik EOC
1000 %
1040 WEOC IN S1k KEAD CONVERTER STATUS
1070 KIT OsA TEST FOR LOC
1080 Ui ZWEOC JuMF I+ NOT READY
108% DUNZ  SCSC
1090 KIT  1sA TEST FOR OVERANGE
1100 NI NZyUVER JUMP IF TRUE
11160 %
1120 & CONVERSION DONEFHROCESS FIRST (MSO) DIGLT
1130 #
1140 MSIO [N ¢l e 200 SELECT DIGIT 1
1150 CALl. ROIG WAIT AND READ LIGIT 1
1LAO CrL
1170 RECA RIGHT  JQUSTIFY DIGIT UALUE
1180 RRCA
1190 RRCA
1200 AND 1 ISOLATE
1210 IO EeQ INITIALIZE STATUS KYTE
1220 BIT 2+D TEST FOILARITY
1230 Jk NZ»MSD3 JUMF IF FOSITIVE
1240 I E»200 LOAD FOLARTITY SIGN
1440 x
1450 % SAVF MSDh AND' CURRENT FOLARITY
1440 %
1470 MSD3 QK E ALD FOLARITY SIGN FO MSD
1480 Lh CIXH0) e SAVE IN DATA RUFFER
1500 %
1510 % PROCESS INIt DIGIT
15320 «
1L30 KRC R SELECT DlGIT 2
1540 Call RRIG WATT ANl REAL DIGIT
1550 ANIE 017 I1SOLATE
1540 ti (IX+1) e STORE SECOND DIGIT
1570 %
1580 ¥ FROCESS 3RD DIGTT
1520 %
1600 RRC H SELECT 3RL LIGIT
1810 CaLl. RBIG WATIT AND READ [IGIT
1520 ANDY 017 ISOLATE
1630 LD CIX+2)ed STORE
1640 x





http:l40:'.47

Listing 2: A supervisory program for controlling the expanded digital volt-
meter written in extended BASIC,

PO i 3 CHaRdtl 3 122 DIGEE aushn PROGkARABLE KNt W S Cake
LA0 B K'Y, 1.9

136G BEM ImakTE CHECle I PRUGKAM

150 ki

1an KM

A L1 i U778

IO KEM THTS BN U0l 1a0ulTar

120 TET MY 3a810

OO0 BEM O NEIS IS 1 A b Abhik 88

PR AN B B

RICIVEN M SRR

A0 M

PRGOVIINT I YU WANT 1 SEAN PREVIGUST ¢ CHUSEN CHAMNLT S k"
SO0 FRIMISELECT NEW uNL S 7 SCAN Qi SLElh T ik s

AU TN G

Daho T 1 CHTOEY THEN GO0 "G00

S0 b THULANT THEN GUL 0

PBO O FRINTESLLIOT AL VAL UES DR CHANGE  ONL - CHANNEL "

2RO PRINITALL OR DNF *5 S INEYT 51

09 TF S5 tONET THEN )10 400

F10 FCINg

A2 PRINTCWHICH CHAONNEL D YOU WLISH T0 CHAHGL 7 S INEFLE (L
B30 PRINT*PRESENTLY CHOSEN UALUES AR *

140 [F Detly 1 JHEN R .2 EILSE KLU W0

0 PRINTTURED -3 WM Ty EIVTDER Gari B X5 (e ® CONTLTLONING T Pk 5
$A0 1TF ) U THEN FRINTTLC® FLSE FRINT NG

70 L0 AGY T L TBLUSUE S

JEO GOSUK /50

R0 FRINT*ANOTHI K UHANNLL  Tu CHANGE @ Y OR N*& JINPUT ki
A0D I K%~ "N” FTHEN GOTO 420

410 LU 30

400 IkINTY

A2% FIOINT * INFUT CHANNEL  TARAME TERS®

A0 PRINT GAIN MULTLFL LR IS TrlQ iy 1 QD"

A0 FRINTPINTER CHANNEL PARAME TERS A REQVIKRED®

A50 FRINT (FRINTS PRINI

460 Hile C-f TU 8B

A IRINC" DD YU WANT 10 KEAD CHANNEL " F0 " Y OOR N OR EXDP"s
ABO INPUT A%

A20 1F A%="EXLTT THEN GOTU 240

00 LET At <0

L10 IF A% N* THEN GOTO /10

S20 LF A% "Y* THFEN 1ET AG) -t

S30 IF A% 'Y THEN GUIQ 470

540 GOSUK L90

S50 Gorg 700

0960 KEM

70 KEM

SBO KM THIS IS THE FPARAMEITER SETTING SURKUUTINL

990 FRINT"GAIN *»

H00 INPFUT BC)

610 LEY F L) =hH(C)

620 LET E(C)=0

630 [+ BCCY-10 THEN LET ECC) -8 16O0TU 450

440 IF BCC)Y <100 THEN LET EXCY~1é 160OT0O 450

@50 FRINT®ENTER 1 FFOR NC Ok O FOR AC*,

460 INFUT C(C)

670 FRINVENTER 1 FDR .2 VOLT, OR O FUR 2.0 VOLT hyM VREF.®*i
480 INFUT DC)

490 RETURN

700 FPRINT

710 NEXT ©

720 RILM X1 TD X8 AKE [HE CALL SETFOINTS

/730 GOSUB 750

/40 6070 810

750 FOR J=1 TO 8

760 LET X(J)=64%C (D F32%L{ D EC D +I-1

FZ0 REM X(J) 18 LOALED WITH THE HIT FATIERN WHICH 4

/B0 REM FUT IM THE DE KEG. PAIR DURING THE CALL INSTRUCTION
790 NEXT J

800 RETURN

810 FRINT

820 FRINT

830 KEM THIS ROUTINE DE TERMINES WHICH CHANNELS ARE TOQ RE CONVERTEL®
840 FOR C-t TO 8

850 IF A(Cy=d THEN GOTH 870

B840 LET H=CALL (M2yX{T))

870 NEXT

BHO kit YHIS KOUTINE FRINTS fHE VALLUES IN THE MEMORY T[ARLE
890 LET Z -ACDHACI+ACIIINCAO AT HA S A2 HA(E)

00 IF Z-0 THEN FRINT®ND CHANNFL PARAMETERS HAVE KEEN CHOSEN'® (GOT0 490
710 LET D-H1

Y30 FOK =1 TO 8

930 GOSUE 1030

T4 [F AULY=0 THEN 990

P20 1F DL )=0 FHEN GOTO 970

260 [F YI1!-.2 THEN FRINT®CHANNEL *its* 15 OUT OF RANGE® ! GOTO 970
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FIRST EASY WAY TO BUY

A MINICOMPUTER

MINI 12 SPECIFICATIONS

Waord Length 12 Bits

CPU IM B100 lully static CMOS
device

Identical 1o the Digial
Equipmenl Corporalion

Insiruction Sel

S
?\1
PDP-BE \\N » 9 P //
Clock Rale AMHZ FOR IT?

Major Stale Time SOONS
Senal wnarface 20 MA current loop
standard, RS-232

BUT

HOWM | GONNA PAY

TLF offers 3 purchase plans:

Optional . .
1) CASH with order - and receive
Baud Hate ;:‘?i:r::rdard. Others a BONUS CERTIFICATE
Memory 8192 words standard, worth $100 on selected MINI

expandable 1o 32 K words
PDP-8E compalible, with
additional lunctions

12 inpui and 12 oulput
lines

Programmable, Irom 10

Conlrol Panel

Paraltel Interface

Real Time Clock

12 accessories.

2) Send $350 with order and pay
balance of $545 when ready to
ship or COD to postman.

3JINDO INTEREST EASY

MS (0 40,95 seconds PAYMENT PLAN
Counter Counis Exlernal Events
Expansion Bus 50 line, TTL compalble

terminated bus slructure
Binary Loader ROM residant,
Monior Bootslrap ROM resident.
Fowar Reguirements 100/120/200/240 VAC,

s 20t HERE'S HOW IT WORKS:
Dimensions. 2" high x 13" wide x 14"

deep

STEP 2

When your MINI 12 is ready
to be shipped you send us
$200 or pay postman COD.

Fill in coupon below

and mail TODAY

with your check for
5195 1o:

f—\\

TLF

P.O. Box 2298
Littleton
Colorado 80161

e

STEP 3

The balance of $500 is paid
m 4 equal monthly
nstallments of $125 each.

You can use your BAC;
VISA, Master Charge or
American Express too!

TOTAL PRICE ONLY $895

WHAT COULD BE
SIMPLER?

Make all cheques payable to
TLF Corporation,

<TLF 1977
I e |
| Please enter my order for _ MINI 12 Computers @ $895 each as per the plan checked below: |
: 1 [ Enclosed is $895 - | wani the Bonus certificate. O Send more information please. :
| 2 0O Enclosed is $350 - | will pay $545 when you're ready to ship or COD when delivered. [
| 3 O Enclosed is $195 | will pay $200 when you're ready to ship and 4 monthly payments of $125 ea. |
I Check __ Money Order BAC. VISA Master Charge American Express I
| Cardw . —— Interbank# ______ ExpDate
| Signature ___ _ _ . _ R S |
I Name - - . _ _  Phone |
|
And your wife will be happy | S:jress Stale Zip [
toa! In fact she might just | |
buy it hersell {for you of | TLF Corporation P.O. Box 2298 Littleton Colorado 8o161 |
course) for Christmas, | Telephone 303 922 6241 Telex 454541 |
____________ T O — ———————————— ool St . v —— — v w
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Listing 2, continued:

P70 IF Y1 -2 THEN PREINT*CHANNEL ®ils* IS OUT OF RANGE® (GUTO 990
GHO GOSUR 1230

PRO MEXT L

LoOQ GOTD 170

LOLO KEM

00 KEM

F030 REM TH1S ROUTINE EXAMINES THE MEMORY TAR [

1040 REM AND CONVERTS THE 4 BYTES TD A 3 172 [HGTT VUL TAGE
LOS0 LET B1-EXAMOLD

1040 LET Q=011

1070 1F WL 128 THEN LET O0-01-128

1ORG D Dl

LOPG LEL W EXAMII

P14y In [sk1

L110 VET - ExAariin

LMy D=l

1130 LET R EXnMcnn

T1ag VET B-Ii )

FLLO LET Y-t G, AW L0 KED) H L. 001K

1140 LET vE-Y

P70 LET v RO XY

LIBG IF DSy -1 THEN LECT Y1 Y s10

L1248 RE TUNGN

1200 HEM

LMo WEM

123G IKEM

1239 FEM O ITHIS SURRODTINE PRINTS OUT THFE VOL Tatsl VAl uies
{240 PRINTTCHANNEL "705" 18 "5

1250 1F 711128 THEN PRINT® *3 0 60l 1270

Al 1ot 128 THEMN FRINI® -

1220 LF 1Ly -1 THEM PRINT Z2 45Y1:° YAl 1S " 6070 1310
P2B0 T 3Ry 99 THEN PRIND ZSF1iYe® VULTS 5§

1290 1F By 10 TN CRINT BYet Lois o
LAOO TF Tedl p-1 THFN PRINT XOF35Yi" VLTS *F
310 LF 0 2 THEM PRINT AL

PAZO I

1350 RETURN

DU L

KEaley

v

Listing 3: A sample of the program in listing 2 being used to read five differ-

ent inputs.

[k il WaAM T P SCaeE CRER TS Y CHOS R CHANRNEL S OR
SELRG D sl ok BUAN Tde e s iroe

AT

ol FEET A WAL S Ol CHARGE TINE - FTHSMMNLY

S Bk el oAl

FEEEL CHEANIH T Oaeit I e
[N TSI 3 I R I N B N R R Ted0) Al L3O
EHTE L A | ARAEE LTRSS AS EQUTRIZD

e e WAl e REAE CHAGNNEL YOl N N EX T Y
il °l
HID 1 K Doy gl O 1 Uk AL "1

PRUGE D TR o0 MO e a0k 0 FINE 200 WIHLT VM QIEE L "0

HE vl Wan D T RCAl CHANNE 2 Y OR N Ok FXLTCY
M 1
ENTER O Ui Il LR O FOK A 1

INTER t FOR 2 VU By UK O Filik 2.0 VLT b UKLEE .70

1 Y00 WaMT 1 KEAD CHANNEL 3 TR NN EXTTYN
Il YOl WaNT  Td KEATE CHANNEL 4 TN N T LXTT?N
0 yan Wasdi 10 READ CHANNEL. U Y OOk N OK EXITN
N YO WANT Tu RE AR CHANNEL 4 Y OR N DR EXIT?Y
GALH 1O

FMTER 1 Huw D2 Db D UK AL i8!

ENTER L Pk o Wi e OK O FUR 2.0 QWOLT DVA VKEE .70

DI ol WANT TU READ LHANNEL 7 Y UK N Ol £XITVY
OTN 10

FHIIR L TOR DEC R Q) 0OR AC 0

PRILE T R L wOLTy Ok O FOK 2.0 QOLY VM VRLEF .0

o ol WANT TII READ CHANNEL. 8 ¥ OR N Ok EX1T?Y
VALM S L0O
ENTPR L FDIC o DR O FOR AC L8}

LNIFE 1 0K L2 W Fe O8O Fulk 2.0 VOILT DUVNM VR 70

LHANNL Is5.  1.%1% Vo tes
LHANNEL Ll UL TS
CHAMNEL A4 LS Y. voL1S
CHANNEL Ao ?.40 VOLTS AC
L HaHNLL 305 1. VLIS

[
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To use the converter with BASIC, the
program merely calls for a particular channel
conversion and then extracts the appropriate
data from the table. Listing 2 is a BASIC
program which details the entire procedure.

CAUTION:

One caution should be kept in mind
when using this interface to measure AC
signals: the ground on the interface board
is the same ground as the computer. H you
use the interface board to read 115 VAC
tine voltage, a potential short circuit exists
unless either the computer or the measured
voltage is isolated. Since isolating the com-
puter equipment would constitute a viola-
tion of many electrical codes, only isolatad
AC signals should be read. A common
measuremnent case which meets this eriterion
is the AC secondary section of a low vaoltage
power supply such as the unit which runs
your computer,

Conclusion

| often see construction projects which are
beyond the means of some experimenters.
With these two articles {'ve attempted to
reverse the trend by giving the complete
design of a low cost DVM interface. By
adding more components, such as relays, this
interface can become a full fledged data
acquisition system.

I’'m sure by now, after seeing designs
from me for a serial 10 interface, paralic! [O,
digital to analog converter, and now an
analog to digital converter, most readers will
rcalize that I'm constructing a complete
computer front end for measurement and
control applications in the home and lab. We
still need 115 VAC [0 interfacing, a real
time and time of day clock, and a few other
items. When we're finished we'll investigate
closed loop control and interrupt drivers.

I am always interested in readers’ com-
ments on the ideas for applications. | work
interactively, so don't hesitate to write me
(and include a sclf-addressed stamped en-
velope for replies).

Next month: a memory jump detectorim

The following interface components are
available postpaid in the continental US from:

General Digital Corporation

700 Burnside Av

East Hartford CT 06108

Kit1: ICs 1, 2, 3, 4,5 and 8 to build the O 10
2 V B channel unit described in the first
part of this 2 part series presentad (ast
maonth. $29.9%

Kit 2: Printed circuit board with 44 pin edge
connector which supports the circuitry
for this month's expanded DVM inter-
face as well 33 the basic unit and the
components of kit 1, $64.95,

Kit 3: Assembled and tested unit cansisting of
kits 1 and 2. $79.95













David M Allen
Elsctronics Consultant
1317 Central Av
Kansas City KS 66102

Table 1: Power wiring
table for the integrated
circuits used in figure 1.
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A Hoppy Disk Interface

Once it would have been appropriate
to begin this article with a paragraph justi-
fying the use of a floppy disk in a hobbyist
system. Today that paragraph is unnecessary
for two reasons: First, most of the more
ambitious microprocessor users have already
convinced themselves of the need for fast
programmable memory; second, a growing
number of users have begun to discover
that the hardware required to interface a
floppy disk to a microprocessor doesn't

Number Type +5 W GND
1C1 7400 14 7
1C2 74175 16 8
1C3 7400 14 7
1C4 2102A6 10 9
IC5 74177 14 7
1C6 741256 14 7
IC7 74125 14 7
1C8 7404 14 7
1C9 7416 14 7
IC10 7416 14 7
IC11 7404 14 7
1IC12 7404 14 7
1C13 7408 14 7
IC14 2102A6 10 9
1C15 74177 14 7
1C16 74125 14 7
1C17 7430 14 7
1C18 7411 14 7
1IC19 7410 14 7
1C20 74175 16 8
1c21 74177 14 7
1€22 74121 14 7
1C23 74177 14 7
1C24 2102A6 10 9
1C25 74177 14 7
1C26 74177 14 7
1C27 7474 14 7
1C28 7420 14 7
1C29 7430 14 7
1C30 7474 14 7
1€C31 7474 14 7
1C32 7404 14 7

need to be very complex, and certainly
not as expensive as some of the purveyors
of professional equipment would have us
believe. This article presents a straight-
forward way to control a floppy disk drive
with a microprocessor.

While definitely not a project for a
beginner, the interface itself is relatively
simple and well within the grasp of anyone
who has built other computer equipment.
It is conceivable that people without an
oscilloscope might be able to build the
interface blindly and get it working success-
fully, but 1 strongly discourage them from
doing so. A good oscilloscope, particularly
one with dual trace and variable delay
features, is highly recommended for testing
the interface and drive during construction.
Once built and working, the unit should
not need any adjustments.

| do not attempt to provide all of the
cookbook information necessary to thor-
oughly educate the novice in the ways
of floppy disks. Rather, | provide an over-
view of one system, cover all the basic fea-
tures and functions, and draw examples
from a working system. | hope to encourage
people to build their own systems as an
alternative to buying someone else's,

This interface is intended for hardware
sectored disks and disk drives, although
the basic technique could be extended by
the use of more on board buffer memory
to permit the use of a software sectored
format. This interface is specifically designed
for the Memorex 651 drive, but the use of
an on board buffer makes the interface
independent of the associated processor's
speed, and allows it to be used with virtually
any processor. At least one person has used
a similar interface with a 4004 for three
years. The use of an on board buffer did
not add to the chip count of the interface;
if anything, it reduced it. The chip count
is 31, and all chips are small or medium
scale integration TTL with the exception
of the buffer memory.

Circuit Description
Several basic functions must be provided






Figure 1a: Schematic diagram for the floppy disk interface board. All inputs and outputs are designed and buffered for use

with @ Motorola 6800 processor and a Memorex 651 floppy disk drive.
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o 5
10 10
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7404 8 READ |3
a0 3
WRITE
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o
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PeRE CLR 2as CE[2 1 3( !‘_1|
II [ls
8 READ |3
l)—; AQ WRITE —
8 [ Al 1
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as[ > ] cik2 5 ° MNaa oaTali2
[ 8 2|y, 3 OVT
smo[ >3 ! oc|22 e 9 oaalul
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in a floppy disk interface, regardless of
the actual data transmission method. Out-
putting step pulses, receiving sector and in-
dex pulses, loading the data head, sensing
and resetting the file unsafe error bit, and
sensing the write protect tab on the diskette
are functions which are largely universal
to all disk drives. They are handled by the
74175 laiches {(1C2 and 1C20) and 74125
bus drivers (IC6 and IC16) in figure 1.
Software takes care of all necessary inter-
locking and timing relationships between
these signals.

One minor exception is in the use of the
sector pulses from the drive. | felt that the

w
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< ICI0A
2 |
O
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incorporation of a hardware counter (Lo
convert the individual sector pulses into an
address and relieve the processor of the
necessity of providing this function in
software) was too simple to be left out.
The equivalent function in software would
yield an excessive and unnccessary overhead
in time and software. As such, the two
counter packages, which provide the proc-
essor with a complete sector address rather
than a series of sector pulses, were a wel-
come expense.

Data passage between the buffer memory
and the disk drive is processor independent
The processor simply requests the desired
transaction (read or write). Actual data
movement is carried out solely by the
interface circuits.

Movement of data in this system Lakes
place in two phases, regardless of whether
the transaction is a write or read. When
writing, the processor loads the data des-
tined to be recorded onto a sector of the
diskette into the onboard buffer memory.
When the entire sector’s data has becn as-
sembled in this buffer, complele with
necessary preambles, data separators, track
and sector identifiers, postambles, and
whatever else is needed by the chosen for-
mat, this block of sector data can be moved
lo the disk drive in a single operation.
The actual operation does not occur until
the processor commands the interface
board to write.

After receipl of the write command
the interface waits until it sees the leading
cdge of a scctor pulse. This sector pulse sets
a flip flop, IC30B, which remains sct
throughout the operation and resets on the
leading edge of the next scctor pulse, The
entire transaction is therefore synchro-
nous with the sector pulses. This same
synchronization is present during a read
operation as well. For example, reading of
disk data into the on board buffer is started
and stopped by sector pulses. In this way,
format independence is accomplished be-
cause the entire sector is read into the buffer
in a single operation. The processor is com-
pletely uninvolved with this transfer of
data. 1t does not re-enter the picture until
the read operation is complete, at which
time it begins dissecting the received inTor-
mation. During this dissection process,
the processor must search through the
on board buffer looking for the beginning
of data markers {(and other landmarks of
the particular recording format involved)
to locate the desired data in the buffer and
transform it from serial to 8 bit parallel
form,






Figure 2: Sequence of main events when reading from or writing to the floppy disk.

64

Note that, in this system, the actual
SECTOR pulses from the disk drive are not
used to start and stop the transactions;
rather, they are divided by 2 in the first
stage of the sector address counters. This
means that although 32 physical sectors
could be recorded per track on the disk-
ette, this system will record only 16.

Each sector contains 256 bytes of data
instead of 128. | did this to facilitate future
double-density operation. The size of the
buffer is 256 bytes of data plus some extra
for preambles, checksums, and so on, for
both single or double density operation.
Only the number of sectors per track will be
charged: they will increase from 16 for
single density to 32 for double-density.
For purposes of this article, single density
operation is assumed.

The interface board knows nothing about
the particular recording format involved,
but merely collects a secior's worlh of
information f{ic: everylhing appcaring be-
tween two successive sector pulses) from
the disk drive and gives it (o the processor.
The processor must know all about the
organization of the data in the sector. The

software completely controls the organizing
and formatting of this data,

Although it is feasible to configure
the buffer memory as an 8 bit wide parallel
buffer, the serial configuration has several
advantages including the lowest cost and
chip count. It also permits efficient utiliza-
tion of low cost memory chips such as the
2102A. Although it would seem logical
to use serial shift registers for the buffer,
doing so destroys the processor's ability
to randomly access the buffer. Another
reason for using serial data transmission
is that conversion to parallel format, when
receiving data from the disk, would necessi-
tate some form of data synchronization
information so that the packing of the serial
data into the parallel buffer can be coor-
dinated. Without this information, bit 1
might end up in bit 8’s location. This syn-
chronization function must be provided
in any case. Postponing the praoblem until
a time when the processor is processing
the data, instead of the time when the disk
drive and interface are exchanging data,
allows the interface hardware to be format
independent. This means that, with little

0-15s
seek time
Read: step in load 30 ms head 0-.18 s wait issue read
: or out head settling time for presector command
same subroutine used by
both read and write
5-10 ms wait as 10 ms transfer maove data from buffer check for -Return from routine
presector passes of data 1o main mermnory errors '
Write: move data from main step in load 30 ms head 0-.16 s wait
memory to buffer or out head settling time for presector

v

same subroutine used by
hoth read and write

issue write
command

5-10 ms wvait as
presector passes

10 mis transfer
of data

check far
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or no change to the interface board, any
hardware sectored format can be accommo-
dated by the use of appropriate software.
With the present amorphous state of the
home computing industry, format inde-
pendence has to be a significant advantage.

In figure 1, the three 2102As (ICs 4, 14
and 24) form a 3072 by 1 bit buffer mem-
ory. The three 74177 counters (ICs 5, 15
and 25), which are associated with the three
2102As, allow storage of the serially ac-
cessed disk data in the randomly accessed
memories. These counters are incremented
for each bit of disk data passed, and provide
addresses for the 2102As during both the
read and write operations. During rcading,
the disk provides clocking information
in the form of SEP CLOCK on the Memorex
disk drive. SEP CLOCK is used to clock
the counters and address the memory.
During writing, the interface card must
provide clocking information to the disk.
The crystal oscillator provides this write
clock information for the disk drive as well
as for the counters which address the
memory.

The preceding has explained the function-
ing of the counters and the addressing of
the 2102A buffer during data exchanges
between the disk drive and the interface
card. Movement of data betwecen the inter-
face card and the processor takes place
before or after the interface’s dialogue
with the disk drive, as shown by the se-
quence of operations for read and write
commands in figure 2. During this processor
activity, the address counters take on a
completely different function. The proc-
essor can randomly access any bit in the
memory buffer. Therefore, the address
for the buffer comes from the processor
rather than from the address counters.

During this time, the addresses on the
processor’s bus, which are present at the
preset inputs of the 74177s (ICs 5, 15, 25),
are gated through to the 2102As. When the
processor attempts to read from or write
to the buffer it will be accessing only one
bit at a time, since the buffer is only one bit
wide. The 6800's read and write line is
gated directly to the read and write line of
the 2102As. Write data from the processor
will be fed to the data input lines of the
2102As via a three state device enabled
by the proper address decoding from the
processor bus (IC1). When the processor
reads from the buffer memory, address
decoding (IC1B) enables a three state
bus driver and places one bit of data from
the buffer on the processor bus.

During a disketle read operation, it is
desirable to use the received clock to strobe

the received data into memory. In order to
satisfy the minimum write pulse width
requirements of some 2102 type program-
mable memories, it is necessary to use a
oneshot (I1C22) triggered by the trailing
edge of the receive clock to generate the
actual write strobe. The received data is
latched in a 7474 (IC31B) and maintained
until the end of the write strobe. Note that
while it would normally be poor practice
to use the write strobe to change both ad-
dress and data, the architecture of this
interface and of most 2102 type program-
mable memories permits this. The actual
value of the address present at the edges of
the write strobe appears to be irrelevant,
provided that the address is stable. In this
design, the address and the data change
after the trailing edge. This arrange-
ment has been tested with several types of
programmable memories, from fast new
ones to slow obsolete ones. There were no
problems in any instance.

During a write operation, a 4 MHz crystal
provides clock pulses to the disk drive and
address counters for the 2102As. A 4 MHz
crystal is used to facilitate the future double
density option. A 2 MHz crystal could be
used for standard density operation with the
proper circuit modifications. The write clock
and write data signals (outputs of 1C17 and
IC28B) are combined into a composite clock
and data signal and fed to the disk drive via
three paralleled sections of a 7416 high
power inverter (ICs 10A, B, and C}. Three
sections are used to provide adequate signal
current into the low impedance line receiver
within the disk drive. Although line
receivers are recommended by Memorex
for the received clock and received data
signals at the interface, standard TTL inputs
{(with the addition of the pull up resistors
shown in the schematic) have proven to be
adequate.

Software

The schematic of figure 1 does not repre-
sent a floppy disk controller, but only an
interface. The processor intelligence is
nceded to make the system a controller. The
bulk of the effort in establishing a system of
this type occurs in the writing of the neces-
sary software. This approach keeps the hard-
ware costs low and allows the frugal experi-
menter to substitute his or her own soft-
ware writing ability for the out of pocket
hardware expenses.

Two phases in any read or write opera-
tion of the system were previously men-
tioned. A third phase is necessary prior to
any actual reading or writing. The disk
drive’s data transfer head must be stepped
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Figure 4. A routine which searches a single track until it finds the required

presector.
FAA4 8L N9 WAITS ESK
FAAG E6 ADSI LbA A
FAA? 81 10 CHE A
FAAR 200 03 BLT
FAAD 7E FHBF JHE
FAKO B1 00  WS1 CHF A
FAE2 26 02 ENE
FAk4 86 10 LDA A
FAERG 44 ws2 DEC A
FAB7 48 ASL A
FAEE F6 9C00 WS3 LD K
FARK C4 1F AND E
FARD 11 CEA
FARE 246 F8 ENE
FACO 39 RTS

Listing 2:

nELAY
REQSEC
4310 IS REQ‘D SECT. LEGIT.?
W51
ADRERR
0 SECTOR O REQ'D
ws2
*¥$10 DUMMY SECTOR #
SET UF FRESECTOR
SET UF HARD SECTOR NUMEER
$2C00 BET SECTOR FROM INTFC
#1F
REQ:ACTUAL
W53

Interrogation routine written for Motorola 6800. This routine

checks each of the sector headings on a track until it finds the requested

presector of the desired sector.
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Since a stepping motor is involved (some
of the newer drives incorporate linear
actuators which are faster), a considerable
time delay between step pulses must be
allowed to prevent the stepper motor from
overshooting the wrong track. The software
stepping routine incorporates a 30 ms delay.
Memorex specifies a 20 ms delay, and some
other manufacturers call for 10 ms delays or
less. The builder should adjust the delay
parameter to generate the necessary delay.

Waiting for the Proper Sector

Since counters are built into the hard-
ware, the sector address will be accurately
known within one diskette revolution after
application of power. Anytime the software
reads the state of the sector counters, il will
receive the binary number of the physical
sector currently passing under the data
transfer head. The use of this information
now becomes somewhat involved.

At some time in the future, a read or
write command will be issued. Where that
occurs is a function of the time when the
command is issued relative to the position
of the diskette at the moment of issuance.
If the user wants to write at logical sector 4
of the current track, for instance, the
write command is issued prior to the appear-
ance of physical sector 4 beneath the data
transfer head. In other words, the command
should take place while the data head is over
sector 3 because the actual writing must
begin at the leading edge of the sector pulse
that introduces physical sector 4.

Things are actually more complex than
this. The counters which address the on
board buffer memory must be reset prior to
the beginning of the actual read or wrile
operation. Otherwise, the buffer addresses
would begin in the middle of the buffer.
In order to guarantee sufficient time for
resetting the counters, some finite time
interval must occur during the preceding
physical sector. The only way lo insure this
is to locate the end of second preceding
physical sector and issue the read or write
command at the beginning of the immediately
preceding physical sector.

The flowchart in figure 4 shows a sub-
routine which, when given the desired sector
to be read from or written to, will loop
while interrogating the sector counters until
the presector is found. Although the software
of listing 2 appears to ignore the need to
guarantee some resetting time for the buffer
address counters, this is not the case. Since
there are two physical sectors for each logical
sector (32 physical sectors per track versus
16 logical sectors) the software is sensing






F?EE
FRRE
F?C1
F?C3
F?C&
FeCy
FeCC
FPLCF
Fenz
Fous
Feuz
FRDA
Feon
FPEQ
FRED
FPES
FeEB
FPER
FREE
FREF
F9F2
FoFa4
F9F7
FoF9
FSFC
FoFF
Fao2
FAaoS
FAOB
FAOQR
FAOE
FAll
Fal4

Fa17z
FAlA
FALL
FALF
FaRD
FA2S

FF AOSE RERDSY STX LBLUFF SAVE DOATA DESTIHATION ALDDR

EBD
=3
r7
RD
ED
ED
FE
21N
27
7E
FE
KC
27
7E
CE
FF
BD
39
FF
Cé
F5
26
7E

CE ©

FF
RO
3303
FE
FF
FE
FF
HRD

HD
86
n7
RD
kI
39

FAB6
03

Lol
FAPS
FEOB
FBR&6
A0SA
3100
03

FEB7
A0SE
5102
03

FR?9
2000
AOSC
Falé

WRITSY

JEK HSETUF MOWE HFal 10 TRACK/SECTOR
LA A &3

5Th A 7001 REGUEST READ

ISk WATTFL Wall FOR CFINISHED® FlLAG
JBR ENFACK CONVERT DATA TO B-BI'T EYTES
JSR CHRSUH COMFUTE NEW CHECKSUM

LLOX CRGH

CFX KBUFF4254  COMFARF NEW WETH RECURDED
BEQ L]

JHF CREGMER

10X REGADR ADDf REG IV BY CONTROLLEK
CFX REUFF42%B  [COMFARE W/ARECORDED ADDR
REQ ¥+5

SHME TSILERR

LI #REUFF

STX SHUFF

JSR Cary
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LA A 2 WRITE TRARSACTION

STA A $9C01

JSK WAITFL. WALT TILL EtONE

JSKR CHKFIL. CHECK FILE UNSAFE

RTS

Listing 3: The WRITSV routine allows writing to the disk, and the READSV
routine is used to read data from the disk. When either of these two routines
is entered, the correct track and sector have been found and the date transfer
head is afready loaded and allowed to settie.
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physical sectors and dividing the sensed
addresses by 2. This will allow at least 5 ms
(the time for one physical seclor) for resct-
ting the address counters.

Read and Write Commands

One bit of a status word is used to iden-
tify a read or write command. In the schema-
tics, logical 1 means revd and logic 0 means
write, Another bit is used as the transaclion
request bit. Setting this byte 1o logical 1
enables the hardware 1o cxecute a data
transaction when the next sector pulse
occuwrs. During this period of time the
processor must not read from or write to
the on board buffer, since this will imme-
diately set the address counters to the value
present on the processor’s atddress bus. The
processor needs to know if the disk drive is
talking to the buffer memory. Thercfore,
a busy or ready bit is incorporated into
the hardware. Proponents of interrupt
driven systems should note that a separate
flip flop is set at the end ol a read or wrile
transaction. This should be reset in software
prior to issuing a new command, Hardware
will reset the flip flop aulomatically at the
beginning ot cach transaction in the event
that software does not do this, This {lip flop
can be used as a flag for a testing loop, or it

can be tied to an interrupt line to generate
an interrupt upon completion of the read or
write transaction. The software examples
used here incorporate a flag testing loop
routine.

Operating Sequence

Sometime prior to the passing of the data
to or from the disk drive, the head load bail
must be energized to permit the data trans-
fer head to come into contact with the
diskette. The mechanical properties of this
mechanism dictate that some time must be
allowed for settling prior to the commence-
ment  of any data movement. Various
philosophies exist on the subject of how
long and how often the head should remain
loaded. Some feel that the head should be
loaded continuously during periods of usage,
and that frequent loading and unloading of
the head causes aggravation of the head as
well as a media wear problem. The software
I use assumes just the opposite: The less
time the head and media are in contact, the
less wear will occur. Memorex drives are
particularly vulnerable to wear, since they
use metal heads instead of newer ferrite and
ceramic heads. A Memorex drive using Lhis
software and operating in a suilably clean
environment for several months has had no
detectable wear to either the data head or
the diskette. | feel that this is due to the
fact that the data head is never in contact
with the media for more than a fraction of a
second at a time. The accumulated contact
time is kept very low,

In the software of listing 3, the data head
is loaded just after the stepping routineg,
immediately following the arrival at the
proper track. Recall that the system will
begin its search for the pre-presector after
the proper track has been accessed. The
sector wait algorithm contains a 30 ms delay
during which the head load mechanism can
settle. An extra delay loop should be in-
serted at Lhe entry of the sector wait routine
if additional settling time is necessary. The
accumulated system delay, including Lhe
sector  wait  routine, will probably be
adequate.

Figure 5 shows the sequence of opera-
tions for read and write commands and
includes the movements of data relative to
the mechanical operations. For a clearer
description, see photo 1, If a wire operation
is to take place, the first step in the process
should be setting up the data in the inter-
face’s onboard memory buffer. Some sort
of structure must be chosen for the various






zones which must be recorded onlo each
sector. Memorex recommends that a pre-
amble of 128 logical Os be wrilten to the
disk starting at Lhe beginning of the sector.
What goes onto the disk after that is depend-
ent on the whims and opinions of the pro-
grammer. In the prototype system, a single
logical 1 follows the preamble and serves to
indicate thal the next following bit is the
first bit of the first word of data. 256
8 bit words are then written with the Jeast
significant bit first. This is followed by a
16 bit checksum, a 16 bit binary number to
indicate the sector and track numbers, and
zeroes for a postamble, which will end when
the hardware encounters the sector pulse
for the next sector. | make no claims for the
elegance or efficiency of this format. It was
expedient and has worked for months in a
small developmental system. To set up the
on board buffer with this information, a
routine converts the source data from 8 bit
paralicl to serial {1 bit per address} in the
buffer. After the buffer is set up, the me-
chanical movements and commands can be
issued.

Operating

If the interface is wired correctly with
properly working parls and the software is
bug free, the system should work without
any adjustments. However, if you build the
hardware and write the software from
scratch, there are many chances for error.
| highly recommend that you build and test
one section at a time. When testing the data
circuits, a good guality oscilloscope, prefer-
ably dual trace with delayed sweep, is
desirable. The read and write operations

are conducted independent of the processor,
This simplifies troubleshooting because bad
software will not complicate the situation.

| suggest that you start by wiring the
sector counters and verifying their proper
operation by reading sector addresses into
the processor. Once the sector counters are
working, the sector wait softwarc can be
written and tested by observing the varying
time that the software is tied up {by looking
for the desired sector). This varying time is
formally known as the rotational latency,
and will be between 5 and 160 ms.

MNext, wire the step in, step out, and track
00 signals. The stepper motor can be manu-
ally tested by shorting the stepping lines to
ground. [t is much more dramatic to write
some simple software to exercise this func-
tion. At this time the stepping speed can be
sel and the malfunctioning of the stepper
motor can be observed at excessively high
step rates.

The first step in testing the operation of
the on board buffer memory is to transmit
data back and forth between the interface
and the processor. Doing so will bypass the
oneshot, address counters, etc, and make
testing much simpler. Once the memory is
found to be functional, communication with
the disk can be tested. Grounding pin 11 of
IC30B will force the hardware to execute a
continuous string of read or write commands
depending on the state of flip flop 31A.
Flip flop 31A can be used to choosc either
read or write commands. When writing, the
normally present reset signal at the timer
counter (pin 13 of IC26) will be lifted. This
allows the counter to count pulses from the
oscillator. Pulses from the clock gate, pin 6

Figure 5: Timing diagram for read and write operations. Also shown is the physical and fogicaf fayout of the data on the floppy

disk.
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Phote 1a: Data as it appears when first received from the disk drive for
eventual storage in the buffer memory,

.
. L] L] * * L] » L] » [ ] L] . [ ]

Received ctock

]

Received data latch

Photo 1b: An example of data which has been received from the disk drive
and rearranged for storage in the buffer memory.

SEP DATA

of IC28A, will be a continuous stream of
pulses separated by 4 us. Pulses from the
data gate, pin 8 of IC17, will be dependent
on the raw data coming from the 2102As. If
the raw data is a steady high, the signal from
the data gate will be similar to that from the
the clock gate with the exception that the
two signals will be displaced in time. When
the two signals are combined at pin 8
of 1C28B, they are interleaved. While the
interface is in forced write mode, the clock
pulses from the clock gate are applied to
the address counters, pin 8 of 1C25, These
counters should be counting properly.
Whatever data is stored in the 2102As
should be coming out serially on the raw
data line.

To test the read function, you will need
a working disk drive and a prerecorded

diskette. With the head loaded, a stream of
data and clock pulses similar to those ob-
served in the write circuits should be present
at SEP CLOCK and SEP DATA. The one-
shot should fire (pin 1 of 1C22) on the
trailing edge of each clock pulse. The one-
shot's output should appear at the address
counter's input and at the read and write
line of the 2102As, pin 3 of 1Cs 4, 14 and
24. The 1 bit SEP DATA latch IC is set at
the leading edge of any SEP DATA pulse
and resel by the trailing edge of the one-
shot’s output.

The only other circuit of any complexity
is that of the interrupt flag. If a read or
write operation is terminated normally by
the occurrence of the second sector pulse
at the “busy’ flip flop (pin 11 of IC30B),
then resetting the flip flop will clock the
interrupt ftiip flop on (pin 9 of IC27B)
and either generate an interrupt or be
used as a flag. This interrupt flip flop will
remain on until software clears it by setting
the interrupt clear fiip flop, or until hard-
ware clears it as soon as the transaction
request flip flop, pin 6 of IC30A, is set in
preparation for another read or write
operation.

All other circuits are address decoding,
latching, or bus driving functions and do
not bear explanation here.

Drive Power

The lowly power supply is usually the
least considered element in a system until
it has to be paid for or fixed. Most floppy
disk drives are extremcly inefficient, due
principally to the stepper motor. In the
Memorex design the stepper molor con-
sumes 24V at 2 A. | have had only one
troublesome power supply problem. It
turned out to be due to an induced transient
caused by a snapping action in the rectifier
diodes during recovery and turn off. The
resultant noise caused problems everywhere,
I solved this by simply shunting the diodes
with .05 or .1 uF capacitors.

Intercabling

Memorex offers a versian of its drive for
use with twisted pair signal lines and a print-
ed circuit edge connector in place of the
93 2 coaxial cable and captive pin connec-
tor of the original. This newer version should
definitely be specified when buying from
Memarex. For intercabling of six to eight
feet between the interface card and the
drive, twisted pairs will be adeguate and
virtually any connector will suffice. Each
twisted pair should consist of a signal wire
paired with a ground wire and have cne or
two twists per inch. If you have a high
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density application you should consult the
manufacturer of the drive for recommended
cabling, since comparatively high speed
signals are involved.

Error Conditions

Three fundamental types of errors should
be allowed for in the system:

® Desired data not accessible due to
improper recording, dirt, or noise
during reading.

® Wrong data accessed due lo wrong
track or sector.

e FILE UNSAFE error flagged by disk
drive.

All three types of errors must be discovered
by the software in order to establish reliable
operation.

The FILE UNSAFE error is probably the
most common Lype encountered. It typically
results from attempting to write to a wrile
protected diskette or attempting to write
while the door of the drive is open. Malfunc-
tions of the electronics within the disk
drive will also cause a FILE UNSAFE
error. These are guite rare, at least in Memo-
rex drives. Since this type of error is Lypi-
cally due to the operator, Memorex rec-
ommends that manual intervention be
required to reset the error condition.

Accessing wrong data because of being on
the wrong track or sector will occur if the
step rate of the pulses formed by the step-
ping software is too fast for the stepper
motor or if electrical noise causes the sector
counters to miscount. This type of error can
only be detected during a read operation,
and only if the sectors being read are for-
matted with information describing their
intended physical location on the diskette.
This is the purpose of the track sector
identification (TSID) word included with
each record written to the disk. When the
record is read, the track sector identifica-
tion is checked to see if it agrees with what
was supposed to have been read. If it does
not, an error has occurred. In practice this
type of error should never occur unless
there is some serious malfunction due to
fauity design, improper operation, or bad
software. In my prototype software, all
operations halt when this type of error
occurs and the operator is required to
restart it,

The first of the three errors listed above is
supposedly the most common. In my experi-
ence, though, it is quite rare /f the drives and
diskettes are kept clean and operated prop-
erly. The error is detectable by virtue of
the checksum, a binary sum of all bytes of

recorded data which is recorded at the end
of the data field in the record. When Lhe
operating software reads a sector, it com-
putes its own checksum and compares it Lo
the recorded checksum. If the two sums
disagree, an error has occurred.

Improvements

Since one step has already been taken in
making the interface useful in an interrupt
driven system, it might be sensible to make
the interface more completely interrupt
driven. In other words, eliminate the require-
ment that the processor wait during the
rotational latency. This could be accom-
plished by simply adding latches and com-
parators to the sector counters’ circuitry such
that the processor could issue a desired
sector number and a read or write command,
then go about its business while the com-
parators scarch for the proper sector and
initialize the read or write operation. This
feature would probably only increasc the
chip count slightly and might be a worth-
while addition to units used with sophisti-
cated disk operating systems.

The design |'ve discussed has been fur-
nished to Midwest Scientific Instruments
Inc for manufacture under license. The
addressing structure of the Midwest Sci-
entific version differs from that shown in
the schematic of figures 1 and 2 in that
they added peripheral interface adapter
(PIA) chips, through which all communi-
cation between the processor and the
interface must pass. This does not change
the fundamental operation of the system,
but it does increase the chip count. Budget
minded users with the ability to build their
own hardware are advised to build their own
system, since it is basically not very compli-
cated.

As an aid to persons building their
own systems, the complete software,
excerpts of which are used in this article,
consisting of a 1 K byte microdisk opera-
ting system, is available for 310 in source
form for the 6800 processor. Send to
David M Allen, 1317 Central Av, Kansas
City KS 66102, This software is written
to utilize the routines of MIKBUGTM
and provides named files of assignuble
length. Persons interested in hardware
and software systems based on the inter-
face discussed here should contact Mid-
west Scientific Instruments Inc, 220 W
Cedar, Olathe KS 66067, (913)

764-3273.m
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oul paper, purchased programs, etc) which
have limited life spans and were not included
under cost of goods sold andjor operations
in Schedule C-1.

Taxing Situations at Home

If you're working out of your home
yol may only claim deductions if some part
of your home is wused regufarly and
exciusively "'(a} as your principal place of
business, (b} as a place of business used by
your patients, clients and customers in
meeting or dealing with you in the normal
course of your trade or business, or {c} in
connection with your business if it is a
sepdrate structure that is not attached to
your dwelling unit." |Page 23 of the 1976
Federal fncome Tax Forms package contain-
ing Form 1040, Schedules A and B,
Schedule C, Schedule D, Schedule E,
Schedules R and RP, Schedule SE, Form
24471, Dept of the Treasury, Internal
Revenue Service.] This means that il some
portion of your home is used sofefy for
business purposes on a regular basis, you can
deduct a percentage of your light, heat,
telephone, trash removal, and rent or house
payment for it, Thus, if yvou usc 15% of your
house in this way, you can deduct 15% of
each of the expenses listed. Some people
figure their percentage on the basis of the
number of rooms in the house (thus, if one
room ol a 5 room house is so used, 20% is
deducted); but | prefer the floor space
method, whercby 200 square feet out of
1000 total square feet of floor space must
be used for business purposes to justify a
20% deduction. This method reduces the
risk of challenge. Be wary of taking this
deduction, however, since using the arca in
question for any nonbusiness purpose can
make a deduction illegitimate., Also, since
computer entrepreneurs are most likely to
work on their businesses at irregular
intervals, it may be impossible to claim that
the area is used on a regufar basis for
business. If you can legitimately claim
these deductions, however, they increase
the total deductible business expense
considerably.

Line 20, which is the result of all these
entries and computations, shows the sum of
all deductions {lines 6 through 19k), If this
is larger than the sum on line 5 (tora/
income), enter the difference, preceded by a
minus sign on line 21 as net business loss, if
it is smaller, again enter the difference on
line 21, preceded this time by a plus sign, as
your net business profit. In either case, enter
the figure that appears on line 21, with its
appropriate sign, on linc 29, business income
or (lass) {attach Schedule C), of form 1040,

Schedule C-4, expernse gecount
information, probably won't apply to com-
puter entrepreneurs, Only expense account
allowances which, added to salary, exceed
$25,000 need be entered,

Schedule SE

Schedule SE is for computing your social
security self-employment tax. If you aren't
making a profit above a certain amount
{currently $400, subject to change by law)
you don't have to pay social security tax;
but it's advisable to fill out the form
anyway, because it proves that you owe no
social security tax,

As usual, there is a place at the top for
your name, social security number and type
of business, {See figure 3; Schedule SE has
no printing on back.) Part | is for those
engaged in farm self-employment. {t doesn't
apply to nonfarm people and can be ignored.
Part Il, for nonfarm self-employment, how-
ever, does apply. Fill in line 5a with the net
profit or loss figure calculated for line 21
of Schedule C. Lines 5b, ¢, d and e probably
will not apply. Line 6, the total of lines 5a
through Se, represents total nonfarm self-
employment income. Some adjustments to
your business income permitted in the
figuring of Schedule C are not allowable in
figuring your income for the purpose of
Schedule SE; the latter are coverced on line
7. These adjustments include, for example,
net operating losses from a previous year,
income of public officials, rentals received
from certain kinds of real estate, and the
like. They are not likely to affect computer
entrepreneurs, so | only note their existence
here and refer you to the IRS instructions
for Schedule SE. Business income (or loss)
plus thesc adjustments is shown on line 8.

The nonfarm optional method, lines 9
through 17, may be used by those who did
make a net profit and whose profit is both
less than $1600 and less than two thirds of
their gross profit. It involves comparing two
thirds of your gross nonfarm profit {or
$1600, whichever is smaller} with $1600 and
calculatling your social security tax on the
smaller amount. For most computer entre-
neurs, this won't apply, at least during the
first few years,

Social security seif-employment tax is
calculated in part I1l. Enter your business
profit or lass (from line 8 or line 11) on line
12b. Add to it {on line 12a) any farm earn-
ings (probably O in this case} and add
thern on line 13. If the resulting amount s
less than $400, you owe no tax and can-stop
filling in the schedule right there; if it is
greater than $400, you must total your
wages and tips, etc, subject to FICA (the
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The Motorola 6800 Instruction Set

Paul M Jessop

Two Programming Points of View 1157 Warwick Rd

Instruction Field Encoding.

] 1 [ X | Xl X 1 l | l —I Group 1: Dual operand instructions
/ N g
0-=AS 00=] orp
1=B, X 01=D
10=X
11=E

1 Ol 1 lx l X I ] I 1 ] Group 2: Single operand instructions

00 =1 oP
01 =D
10 =X
11=E

[o]o]ofalo] [ [ | arouns: TPA, TAPana nOP
g il

QP
I 4] I D l 0 l 0 I 1 I I I —l Group 4: Condition code instructions
QP

| Q | 0 1 4] | 1 I | | | I Group 5: Accumulator instructions
N———

op

IO I 0 | 1 lUI I | ] I Group 6: Branches

Condition

| 0 | 0 | 1 l 1 ID[ [ I —l Group 7: Stack and index register control
N ———

OP

| o] ] 0 l 1 l 1 I 1 I l I I Group 8: Interrupt and subroutine control

N o ———
opP

Figure 1: One way to organize one’s viewpoint of the Motorola 6800 jnstruc-
ton set is to view it as @ number of instruction groupings, broken down by
internal binary fields for selection of instructions within the group. This
viewpoint is most appropriate for those working directly in binary, or or-
ganizing the code generation parts of an assembler or compiler.
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Solihull
West Midlands B91 3HQ
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When faced with the problem of trying Lo
hand assemble a machine language program,
the task of looking up each of the op codes
in the manufacturer's data can be quite
daunting. Admittedly, some become familiar
before very long but the less common in-
structions still cause problems {do you 6800
users remember the hexadecimal op code for
TPA?). Two solutions to this dilemma are
suggested here. The first is suitable for
“switch flippers' and the second for usets
of MIKBUG and other systems with hexa-
decimal dump and load functions.

The First Solution: Use Instruction Fields

Anyone who has seen the programming
books for the DEC PDP 8 will be familiar
with the principles involved. in the PDP &
instruction set, the first three bits of the
12 bit word define the type of instruction
and the remaining hits each have a separate
function. This is of course a gross simplifi-
cation and is not true for memory reference
and 10 instructions but it underlines the
basic ideas. Now, study of the 6800 op
codes reveals some interesting facts at the bit
level. These are outlined in figure 1.

These patterns are naturally related to the
instruction  decoding which goes on
inside the chip, but they are a godsend to
the programmer who must work in binary. A
couple of words of explanation are needed.
Branch to subroutine occurs in an unex-
pected place but it is easy to remember if
thought of as Jump, mode immediate. The
generalization in group 1 bit 6 that a zero
implies accumulator or stack pointer
addressing does not hold true for compare
index register {CPX), where it implies index
register addressing. Naturally, the store
instructions (STA, STS and STX) do not
exist in immediate mode in the published
definition of the 6800 instruction set.

The Second Solution: The Ordered
Manual Lookup Table

The appropriate information is contained
in figure 2. This should be a great boon to
anyone who, for lack of memory or 1O

















http:Mnemon.ic


















http:especial.ly

28

BYTE january 1978

sense organs, and the design and execution
of movements in space, lend themselves
perfectly to parallel processing in small
subunits, Here the brain can vastly out-
perform our typical current computers
which have only one, or at most a few,
processing units capable of simultaneous
operation. For example, all of the data in
the visua! field is available simultanecusly on
the surface of the retina. Rather than dealing
with it point by point, the brain sucks it all
in at once in one enormous byte and sets to
work on the analysis of many small areas of
the visual field simultaneously. {We shall
examine its algorithms in detall later.)

Even with the small cheap processors
available to us now, we could obviously
never afford to match the brain in quantity.
However, we don't have to go to the other
extreme and try to do it point by point
serially with a single very fast processor as
has been typically attempted. The job is just
too large for even the fastest machine to do
this way, and there are certain advantages as
well in terms of the feature extraction
process to having a basically parallel system.
On the other hand, we do have a speed
advantage and it certainly should be possible
to simulate the operation of a number of the
brain's processors with only one of ours in
the same time frame. (There will be some
increase in complexity where the results of
nheighboring units are interactive.) Just how
to optimize this sort of tradeoff is, of
course, a matter for much study. A first step
which we shall take here will be to examine
some of the tricks and shortcuts in the
feature extraction process that the brain
itself uses to save time,

The third system characteristic which
results from the brain's hierarchical organi-
zation is high survival value. We will learn
nothing about Asimov's first two “laws" of
robotics {the protection of human beings)
by studying the brain. The third law, en-
suring the survival of the robot, has always
been a major concern of brain architecture.
It is annoying, but not wusually fatal when
the big machine in the computer center
develaps a fault. When it happens to a brain,
or in the situations we will send them into, a
robot, the whole device may be destroyed.
The redundancy inherent in the brain’s basic
structure is, of course, valuable in this
regard, but there is more to it than that
Recal! {wo facts about the brain: There is an
evolutionary order of development to its
structure, and the major functions have
representation at all levels. These two facis
are related. Whereas our computers have
never been expected to incorporate pieces of
earlier models, the brain in the present form
contains most of the parts of its earlier

forms. The simplest early brains obvicusly
had to be capable, in their own inelegant
way, of getting the organism around in the
environment and surviving. During the
course of evolution, more complex struc-
tures capable of more sophisticated handling
of the same basic functions became avail-
able. Rather than eliminating the older
structures and duplicating their functions,
the newer ones simply took control of the
older and used them as subprocessors. A
Fairly general principle of organization
evolved in which the higher level structures
control the lower not by turning them on
when needed, but by inhibiting their actions
except as desired. The beauty of this system
is that if a higher center is suddenly
damaged, the older, morce primitive units
which it normally holds in inhibition are
released to function on their own, Thus,
damage tends not to eliminate vital func-
tions, but oniy to downgrade the complexity
with which the job can be performed. This is
especially true of functions such as defense.
The typical result of damage to higher brain
centers is a ‘‘nasty’’ animal, ie: one which
can adequatcly fight, but which fails to
make fine discriminations about the appro-
priate stimulus conditions for doing so, and
which defaults in the safe dircction by
attacking any strong stimulus source. Of
course this kind of thing has its limits, and
this is particularly true of the most highly
developed brains where some of this type of
organization is sacrificed in order to give the
highest centers direct access to the lowest
for feedforward in the control of complex
operations.

In the casc of damage to lower centers,
the multitude of processing elements avail-
able allows some of the higher levels Lo be
reprogrammed to take over the functions of
lower level systems by simulating their
operation. The process takes a little time to
organize, but it can be quite effective if the
organism can survive for a few weecks while
reorganization takes place.

While it is apparent that it is not possible
to give a definite answer to the question of
where a function of any complexity is
performed in the brain, it may be useful (for
orientation to the device) to identify some
of the anatomical divisions of the brain
shown in figures 3 and 4 with some of the
functions which have important representa-
tion at those levels.

The lowest level of the central nervous
system, the spinal cord, is a major route of
input and output to the rest of the brain.
With the exception of a few special cases,
most of the sensory input from the body
and maost of the output to the muscles passes
through this structure. Although it contains
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immense fiber tracts, it should not be
considered merely a cable. The nuclei of the
spinal cord perform many important func-
tions as intelligent terminals on both the
input and output sides. Moreuver, some
simple actions are processed entirely at the
level of the spinal cord from input to
output. Everyone has seen an example of
such a “spinal reflex” in the knee jerk
produced by their doctor’s rubber hammer.

The medulla and pons are also important-
ly involved in “intelligent terminal” types of
10 activities, but at the so-called supra-
segmental level of control. That is, these
structures are frequently concerned with
coordinating the activities of the 10 routines
in the cord so as to direct activities that
involve the entire body rather than indi-
vidual scgments such as a single limb. For
example, the pattern of motor activity in-
volved in walking requires the coordination
of the whole body to maintain balance as
the center of gravity shifts, ctc (such things
as the decision to walk, and the choice of
direction are in the province of higher
centers). The medulla and pons also have
important relations to a number of the
special senses such as hearing and balance
which are not represented throughout the
body. Some of this sensory information is
utilized immediately as input to supra-seg-
mental reflexes, and some is processed for
output to higher centers.

A complex physiological organism re-
quires a great deal of regulation of its
internal environment; the temperature must
be exact, the heart rate must be regulated,
inhalation must be controlled. These “‘*house-
keeping” routines also have representation at
this level of the brain,

The mesencephalon is in many ways
similar to the pons and medulla in its
functions. In general, there is a transition
from higher to lower degrees of abstraction
in these 10 systems as one progresses from
the mesencephalon down to the medulla.
The mesencephalon is in addition one end of
a system, originating in the limbic system of
the forebrain, which is important in regu-
lating the type and intensity of the high level
processing performed by the more advanced
structures of the forebrain. There are two
systems of the brainstem (medulla, pons,
and mesencephalon) which may be men-
tioned in this context. The first is a system
known as the reticular formation which has
important functions in the brain analogous
to the vectored interrupt system of the
computer. |t continually monitors the input
of all the sensory systems, more for quantity
of activity than for detailed analysis, and
controls the degree of activation of various
portions of the higher centers on this basis.

Thus, it can immediately arouse the brain
when a novel or intensc stimulus is en-
countered, and jump the whole system to a
stage of attention to, and analysis of, the
important event. |t also seems to exercise
similar functions on the outpul side of
operations.

The second “system” of the brainstem
might be called the “amine” system, because
it consists of a set of interacting nucle
which use various compounds of the chemi-
cal class known as “amines’ in their opera-
tion. This system has a great deal to do with
the mode of operation of the rest of the
brain. Like the reticular formation, with
which its activities are integrated, it sends its
axons into all parts of the brain to make
synaptic contacts with large groups of
neurons in the forebrain and the brainstem
and cord. Since the axons of these lew
neurons make millions of synaptic connec-
tions with vast numbers of neurons, we
might cxpect that their function was a
regulatory bias rather than the transmission
of wvery specific information, and this
appears to be the case. These nuclei arc
involved in such functions as regulation of
waking, sleeping, and dreaming states, and
apparently other “altered states of con-
sciousness’’ since the hallucinatory drugs
such as LLSD are thought Lo exert their major
effects here. Problems in some of these
amine systems appear to underlie such ab-
normal operational modes as schizophrenia.
Some portions of the amine system also
regulate the intensity and selcction of the
various dectailed patterns of activity
generated by higher structures. Thus, in
Parkinson's disease, which involves a dis-
order of part of this system, the ability to
execute voluntary activitics is impaired,
although the conception of them is not. The
systerms of the brainstem thus exerl a very
major control over the general types of
activity in which the higher levels of the
device engage. A very interesling develup-
ment here is the closing of this loop by
return projections from the highest levels of
the brain, the cortex, which allows the
machine to gain control over its own slalus.
This loop is fundamental to the
phenomenon of consciousness.

Lying above the pons is the structure
known as the cerebellum. This device is a
subprocessor for some types of mator out-
put. It is basically involved in the parallel to
serial conversion of output that is not to be
continuously modified by feedback control
to the higher levels which specify its input.
It can accept a parallel byte which defines an
action to be undertaken, modify it (w
incorporate the current status of many
variables of limb position, loading, etc, and





http:l.111u.lr

102

Y TE Janusry, 1978

convert the instruction to a series of se-
quenced operations with specified durations.
Damage to the cerebellum has no effect on
conscious processes, but seriously impairs
the performance of muscular actions.

Above the mesencephalon, we encounter
the diencephalon. The two major sub-
divisions, thalamus and hypothalamus, are
quite different. The hypothalamus is heavity
involved in the sort of housckeeping func-
tions mentioned earlier. It controls the
secretions of the endocrine system, for
example, and is involved in a wide range of
functions such as temperature regulation. In
its role as chief cxecutive of internal opera-
tions it, of course, must continually monitor
internal conditions. These internal condi-
tions in turn are frequently the ultimate
sources of the whole brain’s functional
orientation. Thus, if the hypothalamus de-
tects a low level of sugar in the blood, it
initiates a state which we experience as
hunger. This state represents a reorganiza-
tion of the brain’s systems for the control of
goal directed behavior which causes the
organism to engage in food secking behavior.
The hypothalamus thus contains part of the
brain’s analog of a computer's priority in-
terrupt system. On the output side, the
hypothalamus is important in changing the
state of the internal body functions to
correlate with higher priority interrupts. For
example, if the limbic system initiates a
“danger encountered’’ state, which we ex-
pericnce as fear, the hypothalamus must see
to it that the body is mobilized for action
with regard to blood flow, adrenaline levels,
ctc. The hypothalamus is also an important
Jlink in the limbic system-mesencephalon
organization that in gencral specifies goals
based on drives and emotional states for use
in sclection of overt behavioral activity.,

The thalamus, the other major com-
ponent of the diencephalon, functions as a
very high level 10 processor which prepares
information for, and in part organizes the
activity of, the cerebral cortex, Arrival of
sensory input in the thalamus is sufficient
for some rudimentary conscious experience
of sensation, at least in some sensory
modalities, but any very detailed resolution
of the experience requires the enormaus
digital processing power of the cerebral
cortex. In many respects, the various cortical
arcas act as subprocessors doing detail work
for the various nuclei of the thalamus which
route the information to and from them.
Some  thalamic-cortical systems are con-
cerned with simple feature extraction of the
input data, others with extrapolation of
current events, and yet others with trans-
mission of these extractions and extrapola-
tions to other parts of the brain which, for

example, evaluate them for relevance to
current drive states or return sets of similar
data from memory.,

In this activity, the limbic system func-
tions in the analysis of current and extrap-
olated data for relevance to the organism’s
needs. Thus, when we are hungry and see
food, the limbic system in conjunction with
the other structures mentioned earlier
initiates a state which cnables the sensory
signal of food to initiate appropriate be-
havior, which is generated in detail by the
cortex-thalamus-striatum apparatus. We ex-
perience the operation of this state of the
limbic system as pleasure. [f on the other
hand, the limbic system recogniced un-
favorable sitations, other states arc
generated (experienced as fear or anger}
which cause other sorts of detailed actions
Lo be generated.

The striatum, like the cerebellum, is
importantly involved in the organization of
motot output. It generates patterns of move-
ment on the basis of input from analytic
cortical arcas, which arc regulated in in-
tensity by inputs from the aminc systems
under the direction of the limbic system,
and it outputs these patterns both to the
movement controlling areas of the cortex,
and more dircctly to lower  motor
mechanisms. Unlike the cerebellum, the
movements generated in the striatum are
under continuous control of the cortex, and
since the cortex is continually recciving and
processing scnsory information from the
environment, a closed loop system s
formed. This system is importantly involved
in “voluntary™ and learned movements.

We have already mentioned most of (he
functions of the cortex since it is of
necessity involved in almost all the higher
functions of the other brain structures. s
operation is essentially that of a vast de-
coding and encoding network which gives
analytic and synthetic power to the opera-
tion of the other systems. Without it, their
operation would be the same in type, but
would be much reduced in capability due to
the loss of capacity for fine distinctions and
discriminations on the one hand, and large
scale generalizations and synthesis on the
other. The cortex first appears in other than
rudimentary  form  with the evolutionary
appearance of the mammals. Their be-
havioral diversity and plasticity as compared
with the stercotyped, reflexive, instinclive
behavior of the reptiles is probably as-
sociated with this structure.

This brings mc to the final general point |
want te make about the brain before we
consider the detailed operation of some of
its functions. One of the most important
features of the brain is that it learns. Qur
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computers learn in a limited sense during
programming, and some programs can learn
to Improve their performance on the basis of
experience. This latter type of learning is
characteristic of the way the brain operates,
and it applies the process to almost cvery-
thing it docs.

You will notice that when | described
some of the general functions of the
different regions of the brain, | made no
mention of memory. This s because we have
no idea where it is. Indeed, the evidence
suggests that the brain's memory is incor-
porated into its structure at whatever point
the stored information is to act. Its memaory
then may be thought of as being distributed
throughout ifs structure, At present, we can
offer only speculation as to the physical
nature and detailed processes of the brain's
memory storage. Fortunately, we know a
great deal about the operation of the brain's
memory as a “black box’ so that we can
understand how it enters into the brain’s
algorithms, and we do not really need to
understand its detailed physical nature to
effectively use its principles of operation.
Cur current memory chips are a little in-
ferior o the brain’s memory in terms of
capacity, but they are superior in speed and
accuracy. Some programmable scratch
memory and ROM chips associated with
cach of a robot’s processing elements would
do nicely, especially if supplemented by a
disk for slow mass storage.

Researchers identily at least two Lypces
of [carning that the brain permits, both very
pragmatic. [t has found that things that have
ocewred sequentially several times are likely
Lo do so again, so il learns to associate them
and act in anticipation. Thus, if the reflexive
response ol the nervous system to a painful
stimulus applicd o the Tool is to guickly
flex the leg, and il such a painful stimulus is
repeatedly preceded by o “neutral” stimulus
such as a bell sound, the brain will quickly
lcarn to flex the leg whenever the bell
sgunds. This is the so-called “Pavlovian
conditioned reflex.” The potential utility of
this scheme is obvious. Assuming the natural
reaclion Lo the painful stimulus is of use to
the organism, (hen performing the reaction
in response 1o the antecedent neutral stimu-
fus allows the organism o get a jump on the
world and perform more citiciently. This
kind of action, although not the capacity to
learn it, is employed in some computer
memory systems which anticipate the next
address call, Two limitations of this type of
Icarning should be noted. The first is that
the only thing that can be learned is the
carly performance of the natural response 1o
the second stimulus. Thus, the organism’s

behavioral repertoire is not expanded, just
made more efficient. The other is that all
that is necessary for this type of learning is
temporal contiguity ol the cvents; it does
not matter whether or not the anticipation is
successful in improving the results. If you
tape an clectrode to the foot so that a shock
following a bell occurs whether or not the
leg flexes, the flexion of the leg still gets
conditioned to the bell.

A second type of fearning in which the
brain engages is called “operant condition-
ing.”" This is the type of learning that
permits us to expand our behavioral reper-
toire and base such cxpansions on the
quality of the results. Simply stated, this
type of learning is based on the principle
that behaviors immediately preceding a re-
ward are increased in fulure probability of
occurrence, “Reward” here refers either to
some  pleasing event occurring, or some
unpleasant state being terminated. Thus,
behaviors that lead to good results will tend
to recur. If we now add to this the second
principle, that the behaviors immediately
preceding the reward are the most strongly
affected, it follows that more cfficient be-
havioral routes to the reward are more
strongly affected than less efficient ones. In
this fashion, whole new behavioral paticrns
are built up out of successful components of
more or less random exploratory behavior,
and these quickly become welded together
into Light and effective behavioral sequences.

The more developed brains rely wvery
heavily on learning to produce most of their
behavioral patterns. Less developed ones rely
most  heavily on prewired inflexible be-
haviors. Thus, evolutionarily primitive
brains, such as those of fish, amphibians and
reptiles, while capable of limited learning,
gencrally rely on wired in behavior patlerns
that arc available at birth. The advantage is
carly ability of the immature organism to
fend for itself. The disadvantage is inflexible
behavior that cannot easily adapl to an
environment that differs from that in which
the species cvolved. Advanced mammals on
the other hand, particularly man, are charac-
terized by heavy reliance on learned be-
havior, which results in a protracted state of
infantile helplessness followed by enormous
behavioral flexibility and adaptiveness.

The parallel with our current attempts at
robois is obvious. The major hurdle s
designing a system that can operate in a
generalized cnvironment rather than being
restricted to a specialized one with which it
is preprogrammed to deal. The answer is also
obvious. A successful robot must be capable
of operant conditioning including the
ability to be rewarded for successful at-















CHESS 4.6

For the next three yvears CHESS 4.6 will
be the reigning world champion computer
chess program. CHESS 4.6 was writien in
the COC assembly language by David Slate
and Larvy Atkin at Norihwestern University
i Hlinais, and runs on the COC Cyber 176
located at Arden Hills MN. [nitial work on
the program began in the spring of 1968 and
revisions have followed almost continuously
sfnce that time. Different versions of the
program have held the US Computer Chess
Championship title in 1970, 1971, 1972,
1973 and 1975. The program placed second
in 1974, and second at the First World
Computer Chess Championships, also that
year.

CHESS 4.6, like almost ail chess pro-
grams, plays chess by generating the possible
legal moves for each side and evaluating the
resultant position, The evaluation of this
resufiant  position  usually  requires  the
generation of subsequent moves until a
value can be ascertained, or until the time
alfolted to the evalualion has expired.
Because of the number of moves normally
available in a chess position (average 42),
the number of terminal positions which
must  be evaluated grows exponentially
with the depth of the search. Many pro-
grams resirict the number of moves they
examine as a means (0 extend the depth
of search. CHESS 4.6, on the other hand,
conducts a full width search but is con-
sequently restricted in the maximum depth
lo which it can evaluate a position. It nmust
afso  evaluate each terminal position as
rapidly as possible,

The evaluation of each position is based
upon the material and positional factors.
The material factor s considered to be the
most important as most chess players will

agree. The positional factor is limited in
importance o less than the value of 14
pawns in material difference. The value
of any given position is based an the mate-
rial difference between the sides and on
penalty and bonus points allocated for
positional factors such as: the pieces under
attack, the pawn structure (doubled, jso-
lated, passed or backward pawns), the rock
positions (squares controlfed, enemy king
tropism, doubling, file control and seventh
rank), the bishop position (square control
and development), the knights (king and
center tropism, and development), the
queen position (square control and king
tropism) and the king position (safety,
center and pawn tropism). Two different
algorithms are used: one for positions in-
volving an even material position, and a
“mop up'' algorithm for positions in which
one side has a clear material advantage.

For further discussion of the evaluation
routines the reader is directed to a chapter
in reference 1 by David Slate and Larry
Atkin in which they describe their program
in some detail.

The CHESS 4.6 program plays extremely
good chess. It is capable of beating 99.5 per-
cent of all USCF rated players in the United
States under tournament conditions. Per-
haps even more remarkable is its play in
blitz  games. With restrictions of a five
minute time limit for 60 moves, the pro-
gram has already beaten many master
players  including  David  Levy, Hans
Berliner and Lawrence Day. If any pro-
gram has a chance to beal David Levy
before next August, it will be CHESS 4.6.
The authors will be working hard to im-
prove the program between now and nex!
Sununer.s
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from Switzerland, in 2 remarkable 16 moves,
the shortest game of the tournament. TELL,

written by Johann

Joss,

was European

champion in 1975, and placed third in 1976.

In an interesting game, DARK HORSE,
playing without the aid of an opening book,
used a nonstandard opening against CHAQS,
a program with an opening book of 7,500
positions. Since none of the book openings
had prepared CHAQS for the very unusual
N-QB3 move, it had to revert to its middle
game analysis rather than responding in-
stantly with a table lookup resull. After

three moves:

2. N-B3
3. P-K4,

N-QB3

the pesition was transposed to a standard
Four Knight's game usually obtained by:

1. P-K4 P-K4
2. N-KB3 N-OB3
3. N-B3.

CHAQS, having discarded its opening table,
was now unable to recognize that this was
a standard position, and wasted precious

time analyzing the

position Lo determine

the correct response (see figure 1.

1. N-QB3 P-K4 Al the end of the first two rounds of
Techoscal Compartsons Burhor Information
Average Nomber
ol Pesmions
Prugram Word | Cpeamg E mamuned) prur
Rank| Prograun { Computer | Langueage Size Length| Book Mtowe Author|s) Affihation Lecation of Compuier
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Crae Jensen
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11 | BCP COCGADD | FORTHAN | 4 K f:]s] D0 1,000 0 3 Bl Qupen Mary College P Bluster Linrves sity
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Table 2: Technical characteristics of contestants. This table lists the major characteristics and source of each program entered
inta the Second World Computer Chess Championships. A total of 33 people were octively involved in the design und pro-
gramming of the 16 programs entered in the contest; whife no personally owned microcomputers were entered in the 1977
championships, we expect some future editions of the contest to include contestanis from the world of personal computers.
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Circle 64 on inquiry card.

MORE 6800 SOLUTIONS:

FOR SWTPC 6800

AS-1ANALOG INTERFACE MODULE

* FAST, ACCURATE A/D, D/A
CONVERSIONS
EIGHT ANALOG INPUT CHANNELS
ONE HIGH-SPEED ANALOG OUTPUT
OCCUPIES ONE 1/Q SLOT
$87.50 KIT $115.00 ASSM.

FOR MOTOROLA “D2""

DA-1UPGRADEKIT

CONVERTS D2 TO TERMINAL 170
RETAINS FULL CASSETTE 1/0

CAPABILITY
INCLUDES RT/68MX ROM -
MONITOR/O.5.

ALLOWS USE OF BASIC, EDITORS,

ASSEMBLERS, ETC.
RS-232 SERIAL INTERFACE

M6800 SOFTWARE

A/BASIC COMPILER

8K EXTENDED BASIC COMPILER
CONVERTS BASIC PROGRAMS TO
FAST, MEMORY EFFICIENT
MACHINE LANGUAGE
DESIGNED‘FOR RT/68 — SUPPORTS
MULTIPROGRAMMING
EXTREMELY VERSATILE I/O

KC CASSETTE + MANUAL — $49.95

SC-1 SERIAL INTERFACE CARD
RS-232 SERIAL INTERFACE
FULL CONTROL SIGNALS
IMPLEMENTED
MOST VERSATILE SERIAL 1/O
AVAILABLE
$30.00 KIT $40.00 ASSM.

U.S. Orders Postpaid

DA1 w/70 p. MANUAL $69.95
MOTOROLA MMS568104 16K RAM .

* 16K BYTES DYNAMIC RAM

» ENGINEERED SPECIFICALLY FOR D2

* EXORCISOR — TYPE BUSS
$395.00 ASSEMBLED

Master Charge & VISA Welcome

RT/68BMX OPERATING SYSTEM
EXPANDED CONSOLE MONITORROM

REAL TIME OPERATING SYSTEM

DIRECT MIKBUG REPLACEMENT

PIA OR MULTI-ACIA 1/O
RT/68MX ROM w/MANUAL $55.00

Write or call for free Catalog.

MICROWARE SYSTEMS CORPORATION

P.O. BOX 954 « DES MOINES, IOWA 50304 = (515) 279-9856

An Interesting Paint About the
State of Computer Technology

In a recent conversation, Stephen M
Hicks of FORTH Inc made an interesting
rsing about personal computers and the
piesent  stite of publiv awareness af
technology:  Lthe  personal  computer
viewued as i Loy is 1o present day tech-

nology what the “crector set' was to
mechianism  and  structural technology
in an eallier era. When  mechanical

constiuction toys liist caught on, the
public was awadre of numerous examples
of existing struclure in transporiation
and  gencral industry  that could  be
madeled  and  emulated  through  the
leatning device of the construction toy.
Viewmp the pasonal computer as an
cducational toy, the presenl day con-
stumuer has a4 medans of learning about and

ACM's New Special Interest Group
on Personal Compuling

e Association  dor Compulting
Machinery nas chartered a new Spedial
Inteiesi Group on Personal Computing
called SIGPC, S51GPC will be operated
exclusively Tor cducational and scientitic
purposes in the design and applications
gl compuler systems tor home, clerical,
smiall business, managemen? and jceica-
tional uses. 10 also incdudes the tech-
nology ol such systems in software and
hardware, and  emphasizes  technigues
Apprupriate W the integration of such

toals a5 graphics, specch, data manage-
ment and  muosic systems. Dro Poinia
lsaacson, who chaived the 1977 National
Lompuler Caonterence, has buen
appointed chairperson ol SIGPC. To join
SIGPC, wiiie 1o the Assouation o
Caomputing  Machinery, POR 12105,
Church Suteet Sta, New Yok KY
1249 -

understanding what goes on in computer
throughout
industry and commerce today) via work-
appli-

systems  {which are seen

ing cxamples of programs and

cations. This general awarencss of com-
puter systems and their extensive effects
is perhaps part ol the widening public
tascination with computers. .

CHw=

HOBBYISTS! ENGINEERS! TECHNICIANS! STUDENTS!

Write and run machine language programs at home, display video graphics
on your TV set and design microprocessor circuits — the very first night
— even if you've never used a computer before!

SPECIFICATIONS
LLF 1l features an RCA
COSMAC COS MOS 8-bit
microprocessor  address-
able to 64Kk bytes with
DMA, interrupt, 16 regis-
ters. ALUL 256 byte RAM,
full hex Kevbouard., two
digit hex output display,
5 slot plug-in  expansion
bus, stable crystal clock
for timing purposes and a
doubie-sided plated-
through PC board plus
RCA 1861 video 1C to dis-
play any segment of mem-
ary on a video monitor or
TV screen.

( USE ELF 11 FOR...
GAMES

Piay interactive keyboard games,
games with analog inputs, games
utsdizing your TV se! for a video
display!

GRAPKICS

Create pictures, designs, alpha-
numeri¢s and fabulous animated
effects on your TV screen for
hour after hour of family fun!
CIRCUIT DESIGN

Design circuits using 8 micro-

processer. Use ELF Il as a
counter, afarm system, lock,
controlter, thermostat, timer.

telephone dialer, etc. The pos-
sibilities are nfinite!
Coming Soon!

Exclusive Netronics Plug-in
Program Debugger and monitor
allows visual display of any
program on a3 clock pulse by
clock pulse basis ‘o help you
learn programming f-a-s-tl = 4k
memary + Cassette 1/0 « D to
(A Ato D = Controller plug-ins.J

r—--_--—-—

Circle 74 on inquiry cared.

RCA COSMAC microprocessor/mini-

computer

A THOUGHTFUL GIFT
FOR ANYOKE WHD MUST
STAY UP TD DATE (N

COMPUTERS AND
ELECTRONICS!'

ELF! $9995

— e e emm mm SEND IODAY———-—-
NETRONICS R&D LTD., Dept. BY 1!

333 Litchfield Road, New \hlfurd. ClI 06776

Yes! T want to run pravrams at
home and have encloved:
C $99.95 plus $3 p&h for RCA
COSMAC ELF Il kit. Featured
in POPULAR ELECTRONICS.
Includes all components  plus
everything you need to write
and run machine language pro-
grams plus the new Pixie chip
that lets vou display video
graphics on your TV screen, De-
sl[.m_d to give engineers hre actice
in computer programming and
microprocessor  circuit  design,
ELF Il is also perfect for college
and college-bound studenis (wha
must understand computers for
any engineering,  scientific  or
business career). Eusy instruc-
tions get you started right away,
even if you've never used a com-
puter bufore!

As your need for computing
power grows, five card expan-
sion bus (less connectors) allows
memory expansion, propgrum de-
bugprer; monitor, cassette 1,0, A
to 1 amd I? to A converters,

PROM, ASCII kewboard mpuls
e e w—

Phone (203) 154-9375
vontrallers, ete. tsoon  w be
available as  kitsh, Manuzi m~l
cludes instructions far assembly,
testing, programming, \lLan
praphics and pames plus how
you van pet ELF I Users Club I
bulletins, Kit cun be assembied
in a single cvening and vou'll I
still have time to run programs,
including games, video graphics, l
contraltlers, etc., before poing o
bed! O $4.95 for 1.5 amp 6.3
VAC power supply, required lor I
ELF IT kit. [] $5.00 for RCA
1802 User™s Manual.

] 1 want mine wired and tested
with the power transformer and

{0 Send inio on other kits!
Dealer lnquines lnntcd

RCA 1802 User's Moannnd for
S149.45 plus $3 p&h. I
Conn. res, add sales tax. I
NAME

ADDRESS I
CITY |
STATE Z1P I

HY Ti. panuary 197§ 121
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puter. The concepts and  construction CUBTRACT
rules dre just as applicable to Tiny BASIC, SUBJECT v
assembly  language, and  especially  APL. OBJECT V

Obeying  the following five coding con-
ventions will help you write a program that
will execute on the first time.

NEGATIVE ZERO

RESULT
e

Coding Convention 1: Names Should Be

Indicative of Function POSITIVE

For versions of BASIC that only allow GET
I s . . COMPLEMENT

one letter names, this is often a little hard, DIFFERENCE 'C%EDNET'F'C“'ON
but Tor most other languages with multiple
character symbols, it is a must. For instance,
< lield that contains an amount should be
labeled AMOUNT, an address field should Y
prabably  be  called ADRESS, and so
forth. Cutesy names: SNEEZY, DOPEY,
GRUMPY, HELL {a perennial favorite fabe!
lor adolescent COBOL  programmers) are
to be strictly avoided,

RETURN

NO
LAUNCH
POINT

°

NO

Coding Convention 2: Comments Should
Be Used Freely

Comment lines in programs written in |
ubscure languages, APL for instance, should
probably outnumber actual lines of code.
Comment lines are especially useful for
explaining unclear methods of calculation,

GET VERTICAL

: % decis] . EXTENT OF
complex decisions, etc. SaTENT
Coding Convention 3: Every Bracket of a
Warnier-Orr Diagram Should Represent a === A
New Subroutine I oirrerence L » NO
. | Sextent - !

Languages that do not permit subrou- L _ll
lmc? or lfmguages.lhdt limit the Igvels of YES USE HMATCH
nesting ol subroutines are very tricky to TO DETERMINE

H - R SIGHTIN

use and should be avoided if at all possible. e . P draTus
Save your spare change for Fhrue or four | oIFFERENCE L "o
woeeks and go buy a better version of BASIC; | «8 T
there are plenty of good ones on the mar- L ]
ket, In BASIC, cach subroutine should be YES

clearly labeled with REMark statements.

Coding Convention 4: Subroutines Should
Be as Short as Possible

I . subroutine conlains 100 many state-
ments it s difficult to understand and main-
tain. 1t alse means you arc probably doing
something in this subroutine that should
be put in another subsequent subroutine.
Im most high level languages a practical
limit of 10 to 20 statements is appropriate.

USE VSIGHT
TO DETERMINE
SIGHTING
FLAG STATUS

' RETURN ’

Figure 2: This a a flowchart chosen at random for comparison to a Warnijer-
Orr representation.
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Figure 3: The origina! flowchart converted inte Warnier-Orr diagram. This is a much simpler

looking diagram and is easier to follow and explain to someone. Since it is broken down into
sections it can be programmed as a series of subroutines that can be easily maintained and

modified.
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REM

FEM

REM

REM

The CREDIT process is very similar 1o
the DEBIT process.

HEDIT PROCEDURE

LET RUNBAL - RI bAMNNT
PRINT OGN PRIN i OFESCL, CHANMT, DicAMlr, 2000
CON PRINTR: SPACED
The only remaining subroutines to be

coded appear below:

HENE
LET 0L
BNE

AT N

Oy 1 )
T ulbhhay
REFURN

= DAY THEN LITE ENDAT - TRDE

TR0 CHECE DILE DEUACES SHRROTT LN
LT EMDAY, ENUTE, ENEMo, ENDYR = LRI
RETURH

BEGIN MONTH DPROCEDUI
PRINT N PRINT [HEMRE
LET RUMBAL — BALANC

BRINT ON PRINTI: RUHBAL
PRINT ON PRI HhpR! S
PRINT OK PRID Srachs

RETURN

END MONTH DROCEDIR
PRINT O PRTNTR: RITEAL
KETURN

The program s finished with the BEGIN
PROGRAM and the END PROGRAM sub-
routines, which are not developed here,
and the replacing of the untagged GOSUBs
coded before. The modules for which a
GOSUB was generated should probably
remain a part of the program even though
they contain no code. They make main-
tenance much easier. The entire working
program with {ormatting and other embel-
lishments appears in listing |,

Conclusion

The art ol programming has become
a process which can be taught {v anyone

Listing 1: BASIC source listing for the checkbook balance report program.
Euch of the subroutines can be muatched with one of the bruckets in the
disgram of figure 1.
should be left as they are to fucilitate easy maintenance in the future,

1t
11
120
130
140
150
160
170
180
190
210
21n
220
2
240
256
260
230
2E0

290

300 F

310
3120

128

REM UHECHEGBO M BALANCE RLPoRT

REM

REM

REM

REM
REM

REM
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A HKCRA RS R I P AR KRR RS F A R E R RS R TR AR A

YEARLY PROCENURE

The individual modules that do not contain any code

PrniliaM

LG
GOSUER

YEAR UL,V
CTNDYR -
NS e

TEORNDYR = PALSE THEN aopa 170

raLse

THE PROCPAM
OS2 un
mn

EEEET]

BLGIN YIEAK

GOSUB 147U

SIENG Y]
TR

PATSL

who neceds 1o use it, which is something
that we have not been able to accomplish
until very recently. Admittedly, the tech-
nique for developing programs presented
here is somctimes tedious and nol very
creative, but it will get the job done. In the
personal computer field a lot of enthusiasts
probably c¢njoy programming on the fly
and spending  all night  debugging. Bul
for those who don't, including mysuif,
and who aren’t satisfied with just running
someone clse's canned progrms, there s
an alternative.  As  the  pioneer  in this
mcthodology, Jean-Dominigque Warnier, puts
it: “If you don't have time to do it right,
do you have time to do it over?” Real
istically, one cannot say that this methud-
ology is the ultimate in soltware process
design or that it is completely right, 1t is
not. Something is sure to come dlong in the
future that is better. But, for now, it is
certainly a large step in the right direction.

Once | finished reading about the euse
with which Warnier-Orr diagrams coufe
be used | decided to take a sample flowchart
and convert it into the Warnier-Orr form to
see how much of a difference there actuaify
was. | happened (o be working on an article
by Geoffrey Guss (entitled "Starfleet’’)
which contained a large number of flow-
charts. Choosing one at random [ comerted
it. Figure 2 is the originad flowchart, Fig-
ure 3 is the converted diagram. | think
the Warnier-Orr form is much easier to reud
and understand.

When designing with flowcharts it is
sometimes difficult not to cross fines or
have a great deal of redundancy in the pro-
gram which makes it difficult to follow.
All the arrows going uacross the puaper are
very distracting and hard to follow. The
Warnier-Orr diagream does not have this
disturbing problem. [t is very easy to fol-

fow the program through the various
subroutines.
The Warnier-Orr diagram lends itself

to structured program writing, If vou con-
sider each of the separate brackets another
subroutine it is very easy to write the pro-
gram just as it stands from top to bottom.
When we use conventional flowchart tech-
nigues we end up leaping about the program
to perform statements that are at various
parts of the same routine. In my opinion
the Warnier-Orr diagram is a quantum leap
in the direction of aid for structured pro-
gram designers.

Ray Cote
Coop Editor












Discover New Ways
To Solve Problems
And Play Games...

PERSONAL
COMPUTING

Learn more about personal computing at a

full-day Saturday \EEE Computer Society

Instructional Workshop in a city near you:
Jan 7 Denver Mar 25 Toronto
Jan 14 Seattle Apr. 1 Boston
Jan 21 Albuquerque  Apr 8 New York
Jan 28 SaltLakeCny  Apr. 15 Atlanta
Feb. 4 New Qrleans  Apr. 22 Cincinnali
Feb 11 Detrost Apr. 29 Los Angeles
Feb. 18 San Juan May 6 Kansas City
Feb. 25 Pittsburgh May 13 Dallas
Mar. 4 Milwaukee May 20 Toledo
Mar 11 Vancouver May 27 San Francisco
Mar 18 Philadeiphia

The Instructional Workshop features an in-
depth, comprehensive survey and analysis
by one or more (EEE Computer Society
lecturers, a manufacturer-independent
experienced practitioner in microcomputer
design:

* lectures on microcomputer
hardware and software
* comparisons and evaluations of
microprocessors, and systems
such as ALTAIR, IMSAIL, Heath
Soal. etc.
* discussions on reliability, avail-
ability, serviceability
* “‘hands on'’ experience with
class microcomputers
**“'how to’’ applications workshop
- designing a TV game
- design of a music synthesizer
- design of a hame control
system (lights, TV, etc.)
- how to profit from your
microcomputer designs

1978 Spring Workshop
Registration Form

* |EEE COMPUTER SOCIETY

To register, fill out and return the coupon beiow
with 3 stamped, sell addressed envelope and the
lutlion lee at least two weeks before the meeting.
The tuilion fee includes course text, manuals

and other hand-out materials.

Sludents with10.. .. ... . o $25
{EEE Members . ... . .. o ... ..%60
Non-members. . .. ... .. .... §85

IEEE or IEEE Computer Soéiély
Membership Number
Name . .
Address

City/State/Zip _

My payment for $

is enclosed
I am registering for Workshop Date

on at
Mail To;

IEEE Computer Society
71 North Mager Avenue
Maount Kisco, New York 10549

For further information:

Call Cary Ringel (201) 488-1200
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Cirele 50 oninquiry card.

me when | ordered a couple of new
balls for my Selectric trom the [8M
office products sgles brochure, Aside
from opticel character  recognition
{OCR) compatible fonts, I1BM offers a
font with a wnit bar code printed below
each fetter .. .CH.

MORE ABOUT -ILLION

The origin ol billion, according 1o
the Concise  Oxtord  Dictionary, s
“French, coined in the 161h century out
of bi- & million o dcnole the second
power of a million; meaning afterwards
changed in France {so US) but nol in
England.”

Great Britain and Germany know a
“"thousand million'™ as a “'milliard." But
why stop there? Both the UK and the
US bhave a simple scheme for higher
powers of 1000 using Latin Numeral
Prefixes [LNP} as follows:

UK LNP-llon = Imillon| LINP
us LAP-llan - [thousand] x Lthousand ] LNP

and o
UK us

108 mslhon millaan Mega
109 malhiaar bthisn Gigs
1012 allon teilhion Ters
1015 thousand biltion quadnlton

1918 1nliton quintilhan

1028 thousand 1rillion sextition

1024 quatlrilion septithon

and so an

The decimal point is written raised
{(-79) in England, rather than as a period,
and is pronounced point seven nine, not
paint seven T nine. Where the UK and
the US use a comma, most of Europe
uses a space. WNo doubt a literal trans-
lation of gur "floating point"” is as
amusing to the Germans as the literal
translation of their “showing comma”
is to us.

Michael ) Cook
1658 S Stelling
Cupertino CA 95014

TWO TIPS FROM TEXAS

To answer part of Jan Kok's question
in the September 1977 BYTE (page
179]. According 10 the Oxtord English
Dictiongry, billion was credted in the
16th century as the second power of
million:

1062 = 1012

Similarly trillion was the third power
and quadrillion the tourth. {(May | specu-
{fate that the need arose from intlation
and expansion?] The OFD also stated
thal French arithmelicians changed the
usage of the words {presumably in the
development of the metric system) Lo
indicate the number of thousands rather
than millions. American usage probably
arose when we adopted the metric sys-
tem for money, though we never got
around to adapting {until now) the rest
af the system.

| can not find 4 specific reference 1o
the European usage ol the comma where
we use the point, bt | wouldn't be sur-

priscd to learn it was adopted by Lhe
French with the metric system, partly
to be different and partly based on
different use of punctuation in French.

| would also like 1o suggest an answer
1o Ira Rampil's request for an alternative
cutting device for Slit-N-Wrap. | usc a
pair ol small blunt nosed scissors
{Revion 2051) which are sold tor dip-
ping hairs from cdars and noses without
damage. The broadened ends mean the
tips are stiff, and do not twist arount
the wire and will not scrape the circuil
board.

Mike Firth
104 N St Mary
Dallas TX 75214

SR-52 AND PR-100 EXPERIMENTS

Webb Simmons in Scptember 1977
BYTE (page 176} discovered that the
Texas Instruments SR-51 calculator can
be coupled to a PR-100A to provide
printout capability, | hawe obtained
similar results when | used my SR-5TA,
Unhappily, a more recent version of
the SR-31, {the SR-51-11), cannol b
connected to the PC-T00A because of
a redesign of the battery compartment.
Although the SR-30A has a print cradle
connector similar to the SR-51, and (its
on the printer, apparently it is nol
preprogrammed for printout.

Incidentally, the “other” position
of the PC-100A 3-position switch is lor
the new T1-58 and T1-59 programmable
calculators,

Ralph Mednick
6 Hopkins Rd
Peabody MA 01960

SR-52 AND PR-100 EXPERIMENTS,
CONTINUED

I read with interest the letter from
Webb Simmons in the September 1977
BYTE (page 176) concerning use of Lhe
Texas Instruments SR-51 with the PC-
100A printer. | connected my SR-51
to the printer after selecting the SR-52
mode as Webb indicated. The print myodle
worked fine but | never could get the
tracc mode to work. Every time |
selected the trace mode | got a "1
and a “?" on my printout. The trace
mode works fine with my TI1 39 cal-
culator so | know there is nothing
wrong with the printer. Perhaps all
SR-51s are not the same. | would be
interested to hear what luck other
readers have had with this experiment.

Carl Oehmann
9048 Posada Way
Sacramento CA 95826

MORE ON SR-51 AND PC-100A
COMBOS

I wish to thank you and Webb
Simmons  (September 1977 BYTE,
page 176) tor the note, “More Hidden
Gold: PC-100A Operates with SR-51."






Circle 27 on inguiry carcl,

simple concept: Replace the instruction

-
Get the bestin
- in the breakpoint address with a sub-
Bus‘ness Data r_oullirje‘ cgll instrucliun.. (l .:ufn not

familiar with the 8080 instruction set
- so | am not able to give a particular
ProceSSIng sVS-tems instruction, although | do not doubl

that one exists.) This call would be to
a routine in the debugger! The resl is
easy. The routine saves the program
Accounting, Inventory, General Ledger, registers, restores debugger registers

o . . . (saved earlier) and dispatches to the
TlmGSharmg Appllcaltons command interpreter routine. This rou-

tine must be clever in two respects:

Also a complete line of personal computers tirst, if the user attempts to cxamine i
and peripherals, including: breakpointed location, this must be

R detected. This is so that the original

L IMS.AI * Polymorphic instruction may be displayed. Of course

e Digital Group «DTC the breakpointed location will still con-

* Compucolor . * North Star tain the “call' instruction, which is not

* Books/Magazines what the user wants to see. (By the same
HARDWARE/SOFTWARE SUPPORT token, if he wants to modity the break-

pointed location, we must modify 1he
saved breakpoint instruction [in a break-
point instruction table somewhere], nat
the actual instruction in the break-

THE ED[DPUTEH HUD[I] pointed location, which of course will
hold the “call” that caused the break-

point to begin with.) Secondly, when
the wser resumes the execution of the

i program, the debugger must first
124 H Blossom '(-238‘:;(?2‘:’6.8:8322\]036. CA 95123 (individually) execute the saved break-

point instruction (remember to first
restore registers) before returning to the
main code.

I my presentation was lucid, it
should be clear that this technique
r 1 is quite a lot more efficient than

Mr Chung’s meihod of interpreting each

instruction. It will execute the program
n “ 0 at processor speed, up to the breakpoint.
! read your journal with great interest

u“nnGE tn“n'l'v's a.nd evnioy_ it irnr‘mnselyA | hope that this

contribution will be of use to your

Our experienced staff is ready to help you
configure the best system to suit your needs

A company of Business Solutions, Inc.

readers and add to the cxcellence of

Most (onvenient
8 MostAffordable

29C Wycoma Way

Waltham MA 02154
(omputer Store e

WE OFFER A COMPLETE LINE OF MICROCOMPUTERS, Use of the 080 simufator is an
PERIPHERALS AND ACCESSORIES evcellent way to truce the operations

IMSAI SEALS PRINTERS of a program, in a mode which depends
CROMEMCO HAZELTINE HOOKS on human responses rather than on

BYTE B SOROC MAGAZINES ubsolute speed. It is thus not clear that

\ the floating breakpoint technique would

‘L . he the best method to employ. (I coin

VISIT OUR STORE AND SEE THE : ¥ - the term “‘floating breskpoint' to de-
LATEST IN AFFORDABLE COMPUTERS H f scribe the uct or setting u bredkpoint,

then restoring original code at the breuk-
point wiile inserting u new breakpoint
‘,\e after the next instruction in sequence.
N An article by Robert Grappel and fuck

ﬁ?ci}wﬁﬁglr:&gf\m- Hemenway in the December 1977 8YTE

E ) (sce "Juck And The Muachine Debug”

TUSTIN, CA 92680 page 91) goes into the yenerut desiqn of

PHONE /774) 731-1656 such a flouting breakpoint method of
single  step  execution und  trucing.

e

pFFDRQq

GOSN THOR 11 o Where tracing or debugging ot read onty
QQ" o?'e' 1K1 mou memory software is invelved, the simu-
Suren @ AR LU futor technique is the only one wiich

will work, since breakpoints cun nol be
set in read only memory.
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Stephen P Smith
POB 841
Parksley VA 23421

Simulation of Motion

Part 3:

Model Rockets and Other Flying Objects

Since becoming involved in personal com-
puting, I've only met a few real applications
oriented users. Most microcomputer owners
are either hardware oriented, eg: hams or
other electronics hobbyists, or they are soft-
ware hackers. Both groups tend to love their
machines for their own sake and not neces-
sarily because they are useful. The users |'ve
met who are more interested in the answers
they get than in how they got them have all
been running financial programs. Despite
this thin showing, | believe that the next
large group to ‘“discover” personal com-
puting is going to be applications oriented.
They will be the business pcople and hobby-
ists who need more computing power than
is available in a pocket calculator, but who
can't justify access to a large computer.

Among this group will be the model
rocket and aircraft builders. Those people
delight in creating miniature NASAs, but
they have always lacked one important

Body Cy
flat plate (1 square meter) 0.7
sphere 0.1 meter diameter) 0.003
airplane body (2 square meters) 0.08
wing or fin edgewise {1 square meter} 0.012
model rocket 12 cm diameter) 0.0001
automaobile (2 square meters} 0.6
motoreycle and rider {2/3 square meters) 0.25

Table 1: Drag coefficients for various bodies. These coefficients include the

body area and air density term (1/2 x 1.192 kg/m3). They are intended to be

used in an equation of the form:

DRAG =SPEED® x Cy

IF larger or smaller bodies are used, a simple ratio of areas will convert the

coefficient.
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resource, computing power. The govern-
ment and the aerospace industry invest a
great deal of effort in simulating flights
long before any hardware is put together.
Few hobbyists could do this until now. In
this article, I'll show how a microcompulter
can be used to simulate the flights of model
or amateur rockets and aircraft. The simula-
tions can be used as aids in design and
“mission’’ planning. | also hope to demon-
strate the desirability of personal computing
as an adjunct to other pastimes.

As in my previous articles, these simula-
tions are intended to serve as examples. The
techniques involved can be applied in almost
any real world application. The lunar lander
game, for example, served to illustrate how
simulations are separated into degrees of
freedom, and how speed and position are
predicted for steps into the future. Those
concepts were also applied when we simu-
lated the motion of an automobile suspen-
sion system. That simulation illustrated how
forces could depend directly on the motion
being simulated. It also served to introduce
some powerful numerical techniques. All of
these concepts will apply to the flight
simulations. [n addition, I'll show how to
calculate the effects of a force which acts
in two degrees of freedom at the same time.
'l also introduce angular motion and
demonstrate the way in which a simula-
tion keeps track of how fast a body is
turning and where it is pointing. While
developing a flight simulation in detail, Ul
try to point out specific arcas where these
new techniques can be applied to the carlier
applications.

Let’s begin, in fact, by outlining a game



simufation you can program. In the [unar
lander game, acrodynamic forces were
neglected, but these forces must be con-
sidered for atmospheric flight. They also
present a good example of forces which act
in more Lhan one degree of freedom. We will
investigate them through the use of a simple
game I'll call EVEL. The object of the game
is to sclect the ramp angle and speed with
which (o leap a motorcycle over a given
number of cards and land successfully on
the downward ramp. The motion will be in
two degrees of freedom, vertical and hori-
zontal, The forces will be gravity and acro-
dynamic drag.

We have scen in the previous articles how
gravity affects speed, and most people have
an intuitive understanding of drag. Drag is
the force you feel when you hold your hand
out the window of a moving car. It is the
resistance of air to a body moving through it
and it acts directly opposite the motion.
Drag is calculated in much the same way as
the force created by an automobile shock
absorber. In that example the force was
equal Lo the speed multiplied by a damping
coefficient. To calculate drag, we will mul-
tiply the speed squared by a constant
called the drag coefficient {symbolically Cq).
Drag coefficients for some common bodies
are given in table 1. C4 takes into account
the size, shape and surface texture of the
body. In our simulations, it will also include
a factor for the density of the air {1.19 kg
per cubic meter). More detailed simulations
will take into account the changes in air
density and temperature which occur at
higher altitudes and adjust the aerodynamic
forces accordingly. To avoid this complica-
tion, we will restrict our simulations to
altitudes within a few thousand meters of
sea level. The formula we will use for calcu-
lating drag is DRAG = SPEED? x Cy.

If the only motion is upward, the drag
acts only in the vertical degree of freedom.
There are also cases in which it acts only
horizontally; but in general, there will be
motion in both directions, and the drag,
which acts directly opposite the motion,
will be felt in bolh degrees of freedom.
Because of its dependence on the square of
the speed, we cannot calculate separate ver-
tical and herizontal drags. We must calcu-
late one force and apportion it between the
wwo degrees of freedom.

30MASEC

4|‘ 36.87° s GaMa
v s
e,
.

SOM/SEC

40M/SEC

UJ ju)

C —
U L]

Figure 1. The total speed and flight elevation angle can be calculated from

the horizontal and vertical speed components.

Figure 1 shows a typical case. Here a
daredevil motorcyclist has  just left his
takeoff ramp. Suppose we know from a
previous simulation step that his vertical
speed is 30 meters per second {m/fsec) and
his horizontal speed is 40 m/sec. To cal-
culale drag, we must first find the total
speed. Our fortunate selection of degrees
of freedom now becames apparent, because
the vertical and horizontal velocities can be
seen to form two sides of a right triangle. We
can compute the third side, or hypotenuse,
by applying the theorem of Pythagoras
{C? = A* + B?). The total velocity will be
egual to the square root of the sum of the
squares of the speeds in each degree of free-
dom. In this case, the daredevil is moving at
v 302 + 402 = 50 m/sec. Using C4 from
table 1, we calculate a drag of 0.25 x 502
= 625 newtons, acting at some angle be-
tween horizontal and vertical. This angle is
called the flight elevation (symbolically
GAMA in some compuler programs). It can
be found using a little trigonometry. If we
let horizontal be O degrees, and let vertical
be 90 degrees, then GAMA is equal to the
arc tangent of the vertical divided by hori-
zontal velocity. In this case, GAMA = arc
tan (30/40} = 36.87 degrees. Knowing the
angle, it is casy to apportion the drag. The
forces which result are called components
of drag. The wertical component (sym-
bolically Dy is given by Dy = DRAG x SIN
{GAMA). The horizontal component, Dy, is
given by Dp = DRAG x COS (GAMA). In

BYTE January 1978
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\
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l

Figure 2: The direction of flight is called the flight elevation (GAMA). The
direction the rocket is pointing is called the body elevation (THETA). The
difference between them is called the angle of attack (ALPHA= THETA

-GAMA).

Part 1 of this series,
“An  Improved  Lunoar
Lander Algorithm,” began
on page 18 of November
1977 BYTE, while part 2,
“An Automobile Suspen-
sion,” appeared on page
112 of December 1977,
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the current example, Dy = 625 x SIN (36.87)
= 375 newtons, and Dy = 625 x COS
(36.87) = 500 newtons. You can check these
calculations by noting that v/ 3752 + 5002
= 625. Readers familiar with trigonometry
will be able to confirm that

DRAG =/ Dy? + Dp?

in ¢very case. This is the same formula we
used to find the total speed, so it should not
be surprising to find that the vertical and
horizontal speeds are also referred to as com-
ponents.

The effect that the components of drag
have on the components of speed depends,
of course, on the mass. If our darcdevil is
fairly small, and rides a light motorcycle, the
total mass in flight might be 150 kg. During
a step of 0.1 seconds, the horizontal speced
will decrease by 500/150x0.1 =0.333 m/scc.
A similar change occurs in the vertical speed,
but there we must also include gravity.
Remember from the previous simulations
that each sccond, gravity subtracts 9.8 m/sec
from the vertical speed. In 0.1 seconds it will
change from 30 m/sec to 30-(375/150 +
9.8)x0.1 = 28.77 m/sec. Knowing the new
speeds, you can compute the new position,
the new drag and the new flight elevation.
The simulation can be stepped forward again
and again until the daredevil returns to earth.

Because the drag components depend on
the square of the speed, it will probably be
necessary to use the predictor-corrector
formulas from my previous article to obtain
realistic results. The initial conditions of

total speed and ramp angle must be chosen.
For the first simulation step set GAMA
equal to the ramp angle and let the vertical
speed component equal SPEEDxSIN
(GAMA) and the horizontal component
equal SPEEDxCOS (GAMA). Figure that a
car is about 6 meters long, a bus aboul 15
meters, and the Snake River Canyon is
1451 meters wide. Good luck.

In many respects, a rocket or aircraft in
flight is much like our daredevil. It will be
moving horizontally and vertically and will
be acted upon by gravity and drag. There are
some other forces to be considered, how-
ever. For example, early in a rocket’s flight,
its engine will be producing thrust. Unless
the rocket is pointing directly upward or
directly parallel to the ground, we will also
have to apportion this force between hori-
zontal and vertical directions.

One way to do this is to assume thal the
rocket always points in exactly the direction
it is moving. The Fflight elevation angle,
GAMA, can then be used to apportion
thrust just as it was used for drag. At cach
simulation step, the program can interpolate
a table to find the value of thrust correspon-
ding to the current time. It then computes
the components and applies them to predict
new specds and position. In this manner we
can build a two degree of freedom rocket
trajectory simulation. This simulation might
also be used for a game. Set up a ducl
between two artillery battalions, or better
still, program a real time simulation like the
lunar lander game of my first article and try
to hit a moving target.

For most flight vehicles, the tendency Lo
point in the direction of movement is a
desirable characteristic. Unfortunately, this
is not generally Lhe case. Vehicle imperfec-
tions, the effect of wind, and just the fact
that it takes a finite amount of time to turn
the vehicle, all affect the pointing of a
rocket. In order to indicate where the rocket
is pointing, we define another angle, the
body elevation angle (symbolically THETA).
THETA tells us where the vehicle is pointed
and is used to apportion thrust. The dif-
ference between THETA and GAMA s
called the angle of attack {(symbolically
ALPHA), It is illustrated in figure 2.

Unlike GAMA, there are no components
which may be used to compute THETA, We
must keep track of it with a third degree of
freedom. Just as altitude is calculated as the
position in the vertical degree of freedom,
THETA may be calculated as the position in
this third, or angular, degree of freedom.
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78 DATA l 655, 6.09233?;1 .0E-4,1,.7,5.6,0.8323,1.0

0.
REM gET INITIQL ALTITUDE (Z1>8)

REM SET DRAG(D) AND MOMENT(P> COEFFICIENTS
LET D=-1.8E-

LET P=-3.8E-~ 5

EESBSET LAUNCHER LENGTHCR> AND ELEVARTION(L»
PRINT "LAUNCH ELEVATION =";Li" DEGREES"

LET L=L%8.81745

LET L1=L

LET G=L

LET R=Z21+1

REM SET WIND SPEED

8 Ha3
PRINTI'“IMD SPEED ="iN; ™ METERS/SECOND"

LEY
REH END IRITIALIZATION, BEGIN TRAJECTORY
"TIME TITUDE RRHGE SPEED”

PRINT “(SEC)> HE ERS) (METERS tMsSECH "
REM GET THRUST(F)>, MASS(M>, & MOMENT OF INERTIn (€50
GOSUB 938
LET T=T+H

LET K=K+1

REM PREDICTOR FORMULAS

REM B.H,;2,ARE UERTICAL ACCELERATION,SPEED & POSITIOM
LET B1=(SINCGIXDFV2+SINCL XF1-0~9,8

LET W=Wl+H¥B!

LET 2=2Z1+HiW}

REM R Uy X ARE HORIZ2ONTAL ACCELERATION, SPEED & POSITION
LET ALl=(COS(G)>sDXV2+COSCLI$FI M

LET U=Ul+H2xAl

LET X=X1+HX(y1-N)

LET U23(U+N) +24H12

LET u=SQR(V2)

REM HO ANGULAR MOTION ON LAUNCHER

[F Z{R THEN 590

LET G=ATN(M/(U+HI>

IF U+H>B THEN S2@

LET G=G+3.14159

REM KEGLCT AMGULAR MOTIOM AFTER BURNOUT

IF F=8 THEN 618

REN C,0Q,L ARE nNGULRR ACCELERATION, SPEED & POSITIOM
LET Ct=Pt(L G V2

LET Q=01+HzC}

LET LaL1+H1Q1

GOsuUg 950

REM CORRECTOR FORMULAS

LET B=(SIN(G)IDIVU2+SINCL)SF)/N-9.8

LEY WaW1+H/2%¢B+B1)

LET Z=Zi+H/2%(H+H1)

LET Hi=W

F4
LET A=(COSCGIXDEV2+COSCLIZL) /N
LET U=Ul+H/2%(A+A1)
LET ﬁ;xb*uxzt(u+ul)

LET Xi=X
LET U2m(U+N)*2+HT2
LET U=SQR(U2)
REM MO ANGULAR MOTION OM LAUNCHER
IF 2<R THEN 888
GZATN(HZ CU+NDY )
IF U#N>8 THEN 778
G=G+3,14159
REM NEGLECT ANGULAR MOTION AFTER BURNHOUT
IF F=@ THEN 880
LET C=P3(L-G>xu2/]
LET Q=Q1+H/2%(C+C1)
LET L=L1+H/2¥(0+Q1)>
LET @1=0Q
LET L1=L
IF K{K{ THEN 3980
PEIHT ThZyXHV

=8
IF 228 THEN 390
§$s STOP WHEN ALTITUGE RETURNS TO ZERD

RER IHTERPOL&TE TIHE TABLE FOR FyM«& I
aT .6,0,0458,1.1E-4,8.1,13.3,0.0446,1. 15-2.2

IF T<T1 THEN
LET T2=T}

@ LET F2=F1

1918 LET M2=M1

1020 LET I2=I1

1830 READ T1,F1,M1,11

1948 GO TO 988

1850 LET Ha=(T-T2>-(T1-T2>

EB60 LET F=F2+(F1-F2)2H4

1870 LET M=M2+(H1-M2)%H4

{888 LET I=I2+4C(11-12)XH4
RETURN

1188 END
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A Model Rocket Simulator

Listing 1: This BASIC program iltustrates
the use of an angular degree of freedom to
apportion a force between two linear de-
grees. It simulates the flight of a model roc-
ket that might be built from widely available
kits. During the early part of the flight
(approximately 1 meter), the rocke! rides on
a guiding rod. The rod prevenits the hody
from turning, so angular motion must be
suppressed in the simulation. After leaving
the launcher, the vertical, horizontal and
angular pitching motions are all considered,
A short time later, however, the fuel will be
exhausted and the thrust will drop to zero.
Because the only reason for computing
THETA was to apportion the thrust,
angular motion may be neglected from this
point until the vertical position becomes
zero (rocket returns to earth) and the
simulation ends.

This type of simulation is particularly
useful for determining the effect of wind
on a rocket. The tendency a rocket has to
point in the direction it is moving also
causes it to turn into the wind. The highest
altitude may not, therefore, be achieved
with a vertical launch. By running a series of
simulations on his/her personal computer, g
model rocket builder can determine in
advance the ideal launch angle for various
steady state wind speeds. The plots showit
in figure 3 illustrate this type of study.
Note that in each case the horizontal degree
of freedom is aligned with the wind.

Because the forces and moments in this
simulation depend on the motion, the
predictor-corrector method has beern applied.
To conserve space, however, it is not the
fourth order method used in the automotive
simulation of last month’s article, but a
shorter second order version. Improved ac-
curacy would result if you were to imple-
ment the longer formulas. You may also
want to customize the output. For example,
a plot of angle of attack versus time migitt
be interesting. To print out ALPHA in
degrees, use (L.~G) x 57.295 to convert from
units of radians. Special output exactfv ut
apogee (maximum altitude), impuct, or
motor burnout might also be helpful in
evaluating performance. The code is well-
commented, so feel free to dig in and adapt
this program to your own needs.



change in speed each second, so the moment
in newton meters can be divided by the
moment of inertia in kilogram meters to find
exaclly the change in angular speed. In
angular degrees of freedom the units of
speed are radians per second and the posi-
tion will be computed in radians. There are
2w radians in a full circle, so 1 radian equals
57.296 degrees. Because most BASIC inter-
preters perform trignometric calculations in
radians, these units are to be preferred. Con-
version to degrees is easily made for input
and output.

Once the effect of each moment is known,
it is multiplied by the time step size and
added 1o the speed in exactly the same
technique uscd for linear motion. Similarly
the angular speed is multiplied by step size
to update the angular position. The predictor-
corrector method may be applied by saving
moments, and spceds from previous steps.
[ have included a BASIC program with this
article which involves both the predictor-
corrector formula and angular motion in a
three decgree of freedom (pitch plane)
trajectory simulation. Noting the similarity
between the angular and linear equations
used there should make this technique easier
to understand.

The concept of angular motion is easily
transferred to other applications, but to
make best use of it you really need some
familiarity with the forces and moments
which may appear. For example, an auto-
motive enthusiast will already understand
how the read surface induces motion in
the body of a car. We saw last month how to
simulate that motion for one wheel. If you
include two wheels, the front and back on
one side, a second degree of freedom in
body motion is introduced. Most people
would recognize that, but only someone
familiar with aulomobiles might realize
immediately that the two ends of the body
will not move up and down entirely inde-
pendently. The second degree of freedom
must be an angular one. It will measure the
pitching motion of the car while the original
degrece mcasures its overall up and down
motion. The forces created by each set of
suspension  parts will contribute to the
linear motion, and will be multiplied by
their leverage (perhaps their distance from
the driver's seat) to determine their affect
on the angular motion. At each step, the
angular motion will be combined with the
lingar motion to compute new forces,
moments, etc, and the procedure will begin
again. Just how those angular motions are
combined with the linear ones, and how the
leverage of a force is determined, will be the
subjects of the fourth and last article in this
series.®

Figure 3: The program of listing 1 can be used to determine the best launcher
elevation for any given wind.
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Figure 3a: Trajectories with no wind.
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Figure 3b: 90" launch with wind.
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Figure 3c: Trujectories witfh 10 m{fsec wind.
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A Novice’s Eye

on Computer Arithmetic

Now that you have your shiny ncew
microcompulter you want to use it for some-
thing. No matter what the application,
someplace in it you have Lo use numbers:
to count, do arithmetic, input from a key-
board, or output to a lermina of some
sort. If you are operating with a higher level
language such as BASIC or FORTRAN there
is no problem since all the number manipul-
ation programs are already included. Most of
us, however, must woik in  assembly
language or ecven machine language, and if
you have never been there before it can be o
discouraging situation when you don't get
the expected results.

The purposc of this article is to explain
how simple numbers are often represented in
a computer and how 1o do the four basic
arithmetic operations. Since the real world
of people is decimal, not binary oriented, we
have to convert from one to the other. Since
most computer peripherals talk in a language
called ASCII, 1 will aiso show how to trans-
fate that into binary and vice versa.

Binary Number System

All the computers you are liabie to run
into operate on the binary number system,
where each clement has two possible stales,
usually designated as 1 and 0. Let's consider
an arbitrary 8 bit computer, meaning that
the internal arithmetic and logic of the
computer handles data that consists of gight
bits atl a time.

When counting in either the binary or
decimal number system the tirst number is
designated by O and the sccond number by
1. We run into difficultics when we try to
express the number 2. In the decimal

number system it is casy, 2. In the binary
number system we have already used up the
two allowable states with the first two
numbers. What we need is an additional bit
of information. When this bit is added we
can now designate the number 2 by 10.
This extra digit on the left represents a
weight of 21 = 2. (The rightmost digit has a
weight of 20 =1))

Each digit position in a number is
assigned a weight dependent on where in the
number it occurs. To obtain these weights
take the base number and raise it to a power
cqual to the position of the digit in the
number. The rightmost digit is the least
significant digit and has the position index
of 7ero. Following these two rules the
weights for the decimal number system are:
109 =1, 10! =10, 102 =100, ctc. In the
binary number system the base number is
2 instead of 10. Substituting, we have the
following weights: 20 = 1, 21 =2, 22 =4
clc.

To translate a binary number into a
decimal number just add up the weights of
the digits which are 1s. Table 1 shows how
the decimal numbers from 0 through 16 are
written in binary and two olher forms of
numbering common in computers: hexa-
decimal, which uses a base of 16, and
octal, which uses a base of 8.

The octal and hexadecimal forms are used
to save you from writing out long strings of
Is and Os which are hard 1o read and give
plenty of opportunity for mistakes. For
hexadecimal notation six new digit value
graphics are nceded to allow a total of
16 different digits, representing four bits,
To fill this need the letters of the

’



Decimal

Mumber Binary Number

Weights =16 8 4 2 1

0 0 0 0 0 O
1 0 0 0 0 1
2 0 0 0 1 0
3 0O 0 0 1 1
4 00 1 0 O
5 0o 0 1 0 1
6 0O 0 1 1 0
7 o 0 1 1 1
8 01 0 0 ©
9 01 0 0 1
10 0O 1 0 1t ©
" o 1 0 t 1
12 o1 1 0 O
13 o 1 1 0 1
14 o 1 1 1 0
15 o1 1 1 1
16 1 0 0 0 O

Hexadecimal Octal
Weights = 16 1 Weights = 8 1
Q 0 0 0
Q 1 0 1
Q 2 0 2
0 3 0 3
g 4 0 4
Q 5 0 5
0 6 0 6
0 7 0 7
0 8 1 0
0 9 1 1
0 A 1 2
0 B 1 3
0 o3 1 4
0 vl 1 5
0 E 1 6
0 F 1 7
1 0 2 0

alphabet A through F are used to represent
the numbers 10 through 15. To convert a
binary number to hexadecimal start at the
lcast significant end and count off binary
digits in groups of four. If the last group
does not contain  four digits visualize
additional Os to make four binary digits.
Consider each 4 digit group as a separate
number and write its hexadecimal equivalent
{refel 10 table 1). For example:

binary 11010111001000111

separated 0001 1010 1110 0100 0111
hexadecimal ] A E 4 7

To convert {rom hexadecimal to binary
notation just reverse the procedure. Replace
cach hexadecimal digit with its binary equiv-
alent, remembering to add leading Qs so
that cach of the hexadecimal digits forms a
4 digit binary numbecr.

Ocial conversion is the same except the
binary number is broken into groups of
three. For the previous example:

binary 11070111001000111
separated 011 010 111 001 000 111
octal 3 2 7 1 0 7

Conmversion Trom octlal back to bindry is
done by replacing cach octal digit with its
3 digit binary equivalent.

Let's return lo our 8 bit computer. |f
table 1 is cxpanded to cight binary digits
(bits) the largest number that can be formed
would be decimal 255 (binary 11111111).
Counting 0, this gives 256 different num-
bers that can be expressed with cight
bits. In some applications 256 numbers are
enough, butl if you were going to balance
your checkbook a maximum balance of
$2.55 would be rather useless. | will return
to this limitation shortly and show you how
to get around it; but first, in the context of
balancing checkbooks, what happens when a
number is negative? If we accept 0 as a
positive number then we can assign one bit
of the number o be the sign, a 1 for
negative and a 0 for positive. Notice that we
have lost a bit from the numerical value and
now can only have 128 different values
each with two signs for a total of 256 dif-
ferent numbers. However, 0 is not con-
sidered a valid number, so there are only 255
usable numbers. This type of notation is
called a sign-magnitude representation of a
number. Using this notation, —1 is written
as:

10000001

o

\—mdgnitudc

sigh bit

Il you were going to add two signed
numbers {say +3 and --1) your program

Table 1: Binary,

octof,

decimal and hexadecimal
equivalents of the decimal

numbers Q through 16,
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would have 1o take inlo account several
things first. First, if you simply added the
two numbers, the result would be wrong:

+3 00000011
—1 10000001

sum 10000100 =4

Wouldn't it be nice if there were a
number notation that would allow identif-
ication of positive and negative and give a
correct answer when added together? Con-
sider adding +1 to —1 to get 0. What 8 bit
binary number added to 1 gives 07

8 bit binary number 11111117

+1 00000001

sum 100000000
overflow to ninth
bit

The binary number which is all 1s can be
called = 1. What would =2 be?

-2 111117110
+2 00000010

sum 100000000

We can take any positive number up to 127
decimal (01111111 binary) and subtract it
from O (assume there was a ninth bit equal
to 1 so O is really 100000000}, The result-
ant binary number is called the 2's com-
plement. The most significant {leftmost) bit
is a true sign bit in the 2's complement
notation, but negative numbers have an
altered magnitude value. When two such 2's
complement notation numbers are added the
answer is correct. Consider the previous
example of adding +3 and —1:

+3 00000011
-1 1111

sum 100000010 = +2 {in 2's complement
notation)

Now consider adding +1 and  3:

+1 00000001
-3 11111101
sum 11111110 = -2 (in 2's complement

notation)

One method of finding the 2's com-
plement of a number has been mentioned
which required subrtraction from binary O,

A simple method that can easily be done on
paper, especially if you are prone to making
errors in binary subtraction like me, is to
first rewrite the number substituting 1s for
Os and 0s for 1s, then add binary 1 1o the
result. For example, the 2’s complement of
+5 is:

+5 00000101
substitute 11111010
add 1 1
=5 11111011

To check, we should be able to take the
2's complement of —5 and end up with +5:

-5 11111011
substitute 00000100
add 1 1
+5 00000101

Substituting 1s for Os and Os for Is is
called complementing and is usually Tound
as an instruction in the computer instruction
set. Adding 1 is usually available as an
instruction also. Sometimes both instruc-
tions can be combined into one step. In
summary, to make a number negative (if
you have no negate instruction):

Clear the accumulator.

Add the number o the accumulator,
Compiement the accumulator.

Add 1 to the accumulator.

The accumulator now contains the neg-
ative of the original number in 2’s com-
plement notation. One interesting property
which comes along with this 2's complement
form is the fact that aff states of the 8 (or
n) bits are valid and there is only one zero
state. The largest negative number, however,
has no positive value equivalent.

Let’s return to the problem of not having
enough bits to make a big enough number. If
we use Lwo successive byte sizc memory
locations to represent a number we have 2 16
(65,536) possible numbers. Using 2's com-
plement notation we can have any number
from —32,768 to +32,767. If that is not
enough you can expand in increments of
eight bits until your needs arc satisfied.
There is a problem now, since the computer
only operates on eight bits at a time, When a
number is spread over more than one
memory location it is called a multiple
precision or extended precision number, If
two locations are used for each number it is
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called double precision; if three are used it is
called triple precision, ctc. (However, it
remains a binary number. In large machine
floating point representations this term-
inology has a different meaning.)

One more item needs to be mentioned
before | describe multiple precision arith-
metic. All computers have some sort of
means 1o detect an accumulator overflow
{or underflow). In our 8 bit example this is a
ninth bit at the extreme left of the number.
The status of this bit can be controlled and
tested. 1t increases by 1 when the addition

An Example of Double Precision Addition

Resulting Values
Step Carry
Number Procadure Bit Accumulator
1&2 Cigar carry bit and accumulator. 0 00QcOoO0O0OO0O
3 Add A2 to the accumulator. 0 11101000
4 Add B2 to the accumulator 1 11000100
{gives Cp in accumulator).
5 Store contents of accumulator in the 1 000GOOGOO
memory lacation assigned for Cop.
Set accumulator to O; preserve status
of carry bit.
6 Rotate accumulator left one bit. [¢] 000000CGO1
7 Add A4 to the accumulator. 1o 11001110
8 Add B1 to the accumulator ) 11100111
{gives Cq in accumulator).
9 Store contents of accumulator in the 0 00000000
memary location assigned for Cq.
Set accumulator to 0.

To check, write out all 16 bits and add:

A=13100110111101000
B=+0001100111011100
€=1110011111000100
Ap=11001101 B,=00011001
A B
Ay=11101000 B,=11011100

The simple addition of two double precision positive numbers, A and B, to obtain
an answer C. In this example the subscript 1 denotes the most significant part of the
number and the subscript 2 denotes the least significant part. To add two double pre-
cision numbers:

1. Clear the accumulator to all Os.

2. Set the averfiow, carry (or whatever the extreme leftmost bit is called) to 0. Often
these two steps can be combined into one.

3. Add Ao, the least significant part of A, to the accumulator.

4. Add Bo to the accumulator. At this point the accumulator contains the sum of the
least significant parts of A and B. If any carry has occurred due to this addition the
carry bit will be a 1. If no carry has occurred, it will be 0.

5. Store the contents of the accumulator in the memory location assigned for Co. Set
the accumutliator to 0, but preserve the state of the carry bit.

8. Rotate the accumulator left one position. This will load the carry bit from the pre-
vious addition into the least significant bit of the accumulator.

7. Add A4 to the accumulator.

8. Add By to the accumulator. At this paint the accumulator contains the sum of the
most significant parts of A and B plus any carry from the least significant parts.

9. Store the contents of the accumulator in the memory location assigned for Cq.
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of the cight bits causes a carry and decreases
by 1 when the subtraction of the eight
bits causes a borrow, When a rotate instruc-
tion is exccuted this bit receives the most
significant bit and loads the least significant
bit on a rotate left. It receives the least
significant bit and loads the most significant
bit on a rotate right. This extra bit is known
by different names, such as overflow, carry,
and (in the PDP-8) the link.

The steps shown in the box will vary
from machine to machine, depending upon
how the instruction set is organized. For
example, the 6800 instruction set has ADC
for add with carry input, and the 8080
instruction sel has a similar variation. in
these cases, there is no need to rolate the
accumulator from the carry flag prior to the
second addition, since the ADC instruction
type takes into account the old value of the
carry.

How do you do a 2's complement of a
double precision number? Start with the
accumulator and carry set to 0s. Add the
least significant part of the number. Com-
plement and add 1 as before. The
accumulator now contains the 2's com-
plement of the least significant part, so
store it. Rotate left Lo load any carry into
the least significant bit. Store the contents
of the accumulator (the carry) in any con-
venient location. Add the most significant
part of the number to the accumulator.
Complement it only, Now add the pre-
viously stored carry. The contents of the
accumulator are now lhe most significant
part of the 2's complement. As in the
simple addition case, machines with an ADC
instruction can often use the previous
setting of the carry flag as part of the
addition.

Addition

All computers can add. They Llypically
add some specified memory location to the
contents of an accumulator {(a built-in
memory location in the processor). When
adding two or more numbers together you
must be careful not to allow the resulting
sum to get so large that you get an incorrect
answer, For instance, when using 2’s com-
plement notation vyou can add together
two numbers which are positive and get a
negative answer if a carry into the sign bit
occurs. Also be sure the accumulator and
carry are initialized to 0.

Subtraction

Some  computers do  subtraction
directly, but be careful. They may only
sublract magnitudes. You have o do
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checking of each number to see which is
larger and in what order the subtraction
takes place in order to determine ahead of
time what the sign should be. Sign bits
must be set to 0 so they don’t give false
indication of magnitude. The sign bits must
be put back into the answer if you are
using signed number notation, All of this
takes a lot of extra software and time. If
you are using 2’s complement notation
you can subtract directly and the sign will
automatically come out correct. Most of
the common microprocessors use 2's
complement notation and have no prob-
lems subtracting directly.

If direct subtraction is not possible in
your computer, all is not lost. Consider
subtraction by addition of a negative
number. IF you want to perform A—B=C,
for example, use 2’s complement notation
and first make B negative by taking its 2's
complement and then add A to get the
answer C. Notice that even if A or B is
negative to begin with, the answer will
still be correct in 2's complement notation
without any extra software to keep track
of the sign. This will also work for multiple
precision numbers. You still have to be
careful not to use numbers which are large
enough to cause inadvertent sign bit
changes.

Multiplication

Two problems immediately confront us
when we consider multiplication. First, if
you multiply two 8 bit numbers together,
the result is 16 bits long; and second, you
simply can’t add up 2's complement num-
bers and always get the correct answer. For
instance, if you add —3 three times the
answer would be --9 (equivalent to 3 times
—3) which is correct, but what would you
do with a negative multiplicand as in —3
times 3?7 To solve this problem and use
successive addition to do multiplication
the first step is to convert all numbers to
a positive absolute value without sign. If
you have been using 2’s complement nota-
tion it is an easy procedure to convert.
Rotate left to load the sign bit into the
carry bit. Test the carry bit. If it is O, the
number is positive; if it is 1, the number is
negative. If the number is positive, just
rolate right to restore it to its original
value and set all Os into a location assigned
to be the sign of the number. If the
number is negative, first rotate right to
restore the original, then take the 2's
complement of it to get the number
positive and finally, with an all czero

accumulator, set the carry bit to 1 and
rotate right. Store this in the sign location.
What we have done is separale the number
into its sign and magnitude. Now if the
signs are added we get the correct sign for
the answer directly which should be stored
in a location assigned to the sign of the
answer, Two generalized techniques may
be used to find the magnitude of the
answer.

Successive addition may be used by
adding A to itself B times. Il the
instruction set allows decrementing a
number, use that instruction to decrease B
by 1 each time you add A to the accumu-
lator until B reaches 0. At that point
you have the magnitude of the answer.
If the instruction set allows incrementing
but not decrementing, first take the 2's
complement of B and use incrementing of
the now negative number until it reaches .
The disadvantage of using successive
addition is that you have to do a potentially
large number of additions which can take
a lot of time,

A second technique that requires only a
few operations is a direct copy of how you
do binary multiplication by hand. For
example, let's multiply two 4 bit binary
numbers by hand:

1ot =
X 1010
0000
1101
0000
1101

10000010

o >

C

Notice that all we have to do is add A, a
shifted version of A or 0, depending on
which digit of B is used and whether it is a
1 or 0. Notice also that two 4 bit numbers
produce an & bit answer, so if you don't
restrict the number size, you have to use
multiple precision shifting and addition.

A technique that is sometimes useful
when you want to multiply by a constant
is to recognize that shifting a number left
one position is equivalent to multiplying
by 2. Shifting left two positions is cquiv-
alent to multiplying by 4, three positions
is multiplying by 8, etc. By shifting and
adding the various shifted numbers in a
fixed format you can do the equivalent of
multiplying very quickly by a constant.
For example, to multiply by 5, shift left
twice and add it to the original:

S5A = (4+1)A = 4A + A
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Division

Division is the most difficult operation Lo
do. First, handle the separation of magni-
tude and sign as under multiplication and
use the same technique of adding signs to get
the correct answer sign. The problem with
division is that seldom does the answer come
out exactly even. Usually there is a remain-
der. You have to decide how far you want 1o
carry out the answer and what rules you are
going to use for rounding off. You may also
have the binary equivalent of a decimal
point to consider.

One method of dividing is by successive
subtractions. For example, to divide A by B,
count how many times you can subtract B
from A before the remainder is O or
negative. If the remainder goes to 0, the
value of the count is the exact answer. If the
remainder becomes negative that means you
went one step Loo far. Reduce the count by
1, add B back to A, and test the remainder
to see how to round off. This will give you a
whole number answer. It will also locate the
binary equivalent of a decimal point if you
want to carry the answer further.

Alternatively, you can add B successively,
counting the number of times, until the sum
equals or exceeds A. Equal to A means the
answer is ¢xact, and cxceeds A means you
went one step too far.

One very limited type of division is very
easily done. It you are dividing by 2,4,8,16,
etc, all you have to do is rotate the number
to the right the appropriate number of times.
However, you must be careful of rotating a
1 through the carry bit and having it appear
in the most significant bit of the number. To
avoid this be sure the carry bit is cleared to
0 before cach rotate. A check of the carry
bit after the last rotate can be used for
round off determination. If it is a 1, round
off the answer to the next higher number.

Interfacing to a Nonbinary World

As mentioned earlier, the world is decimal
oriented and we should be able to talk to the
computer with decimal digits, and indeed
our terminals have decimal keys and decimal
outputs. Our terminals, however, talk Lo our
computers in yet another language, usually
ASCII.

Notice the codes (or the decimal ASCII
digits O through 9 as seen in any table of
ASCII codes. If you consider only the least
significant four bits you have the binary

value of the associated decimal digit. There
are two ways of extracting the binary value
from the ASCII code. You can first luad the
ASCII character into the accumulator and
then subtract 0110000 or mask it by
“anding' the accumulator with 1111, So
now you have converted one decimal digit
into its binary equivalent. Unfortunately,
very often you need more than one decimal
digit to make the number. The simplest way
to handle this is to use a fixed format. This
means you have to enter leading Os so a
number will always have the same number of
digits and the order in which they arc
entered defines their decimal rank (units,
tens, hundreds, etc). Since each digit is now
known it may be placedin alocation assigned
to its rank after it has been converted to
binary. You now have a fragmented number
which is not usable for arithmetic. [t must
first be made into a single binary number.

As an example, let’s assume we are using
a 3 digit fixed format and the decimal
number we are entering is 27. First we type
a 0 for the hundreds digit which is stored in
a location, HUNS, as a binary 0, using
one of the ASCH 1o binary conversion
techniques. Then we type a 2 and a 7 which
are converted to binary and stored in loca-
tions TENS and UNITS, respectively. Now
1o make it afl one big binary number.

First test the hundreds digit. 1t is 0 in
this case, so jump to tlesting the tens digit.
It is not 0, so muitiply the binary equiv-
alent of 10 (1010) by the contents of the
TENS location, in this case 2, and the con-
tents of the UNITS location, and store it in
the answer location. In the more general case
what you do is multiply each decimal digit
by the binary cquivalent of its rank and add
up all the partial products. Finally, you have
to convert the binary number into whatever
notation you are using for doing arithmetic.

After the arithmetic, or whatever, is
completed, the next step is Lo outpul it in
recognizable form (ie: ASCII to the output
device). The procedure is  essentially a
reverse of the input steps.

First convert the binary number into its
fragmented equivalent. Using the above
cxample, first subtract the binary equivalent
of decimal 100 (1100100). In this case, the
first attempt produces a negative answer,
which means there are zero hundreds in the
number and the HUNS location should be
set 10 O, Next try subtracting binary 10s
until the result goes negative, then add one
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through all the addresses in memory as
return addresses are continually pushed onto
the stack. The BOBO processor will continue
cycling through all thc memory address
locations, cven though no memory is con-
nected. Similar test conditions can be estab-
lished with ather microprocessors as well.

Now, with the memory still disconnecled,
connect an oscilloscope to cach address line
and cheek that it is cycling through the 64 K
addresses of a 16 bit address space. You
should see a count in binary fashion as
shown in figure 1.

If any of the adjacent memory lines are
shorted together, a very common problem,
you will sec the lines changing together. In
this case, check carcfully for solder bridges
{if your processor was built from a kit) or
shorts {if hand wired) between adjacent
memory address lines. If there is no signal on
any line, check for disconnectlions. Be sure
that the addressing Is sequencing in the
correcl binary order before procecding fur-
ther, for the processor must produce a valid
address sequence under dummy instruction
conditions if it is to do useful processing
later.

If you use the NOP (no operation)
instruction the same pattern should be ob-
served; the use of a NOP instruction is
required in most processors lor this test.

In many processor designs, a set of buffer
integraled circuits is used to isolate the
external address and data buses from the
processor in order to provide a higher power
drive capability. If your processor design
empluys such buffering circuits, the next
step is to wire up the sockets for these
buffers and associated control logic. Then
you should install the buffering integrated
circuits after checking all power wiring.
Then the tests performed for the processor
alone can be repeated, looking this time at
the outputs of the address buffers, and using
the data bus buffers’ system side to present
the RST7 (8080) or NOP instruction to the
processor side of the data bus buffers,

IT everything is correct to this point, then
connect up the memory. Wiring up a mem-
ory board is done in a2 manner quite similar
to that used in getting the processor itself
going. The first step is to complete all wiring
and check out power voltages at the memory
integrated circuit sockets. Then plug the
board into the system and repeat the proc-

essor address test described previously to
verify that the address lines at the typical
memory socket and at inputs to decoding
logic are functional. The fow order lines of a
memory address typically go directly to
memory integrated circuits.

After the directly connected address lines
are verified in the system, turn off power
and plug in the integrated circuits for ad-
dress decoding of the high order address
lines to the memory board. With the system
powered up again, repeating the NOP {oop
test should show decoding of the memory
board select for some percentage of the time
it takes 1o cycle through all addresses, and
decoding of various chip selects for a smaller
percentage of time, Thus if the memory
board is an 8 K byte board with 4 K bit
static chips, board select should be decoded
1/8 of the time (12.5 percent duty cycle)
and chip sclect for each 4 K byte segment
should be decoded 1/16 of the time (6.25
percent duty cycle) as the processor cycles
through all possible addresses.

Once decoding of the memory board has
been verified, remove power again, and
install all the memory integrated circuits of

o]
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Figure 1: Much of the behavior of a system can be checked out simply by
looking at the address bus: the lines which contain the processor’s current
requests to memory address space. The simplest initial test of a processor is
some form of null operation loop which continuously scans afl possible
addresses in memory address space. When observed with an oscifloscope, stuch
a loop (see text) will produce a regular set of square waves with the fowest
frequency on the high order address bit and the highest frequency on the fow
order address bit. Here we see the expected scope display as the probe is

applied (top to bottom) to address bits Ag thru A4
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the system as well as mgmory board cutput
bus drivers.

At this point, we make the assumption
that your processor design includes some
method of setting the contents of memory.
This might be a set of toggle switches which
can take over the address and daia bus from
the processor in order to load memory. [t
might also be use of a read only memory
monitor program which you write, thor-
oughly desk debug, and program into read
only memory circuits. Whatever the method
is, the details nccessary for loading memory
manually must be wired up and tested next.
Now try entering a very short program
which will put the processor in a tight loop.
The shortest and simplest loop possible is a
single jump instruction, repeatedly jumping
to itself. For example, on the 8080, if the
program should be located at hexadecimal
memory address 0000 it would be as fol-
lows:

0000 C30000 )JMP 0000

When this program is exccuting, check
the memory address lines and data lines with
the scope. You will observe the memory
address lines counting only the three ad-
dresses and at the first address time hexa-
decimal C3 should be observed on the data
bus lines. At all other times the data bus
should be hexadecimal 00,

If things loock good so far, then wire up
an output port {00 is a good one for an
8080). As with the other segments of the
design, the wiring of the output port sockets
comes first, then power pins are tested
thoroughly. Finally, the appropriate inte-
grated circuits are inserted into the sockets
of the 10 port logic and we can proceed Lo
check it out, In this example, a2 simple
latched 8 bit output port is used for pur-
poses of illustration. Write a minimum pro-
gram to check its operation. The lollowing
littie program can be used on the 8080:

0000 D300 OuUT 00
0002 C3 0000 |MP 00 00

This very Light loop will cause a pulse to
be generated on the "out” control line.
Check for the presence of Lhis pulse. Check
the memory address lines for the correct
counting pattern and the data lines for the
proper data patterns. This should be done
with the scope synchronized by the out
pulse which occurs once each time around
the loop. With the scope synchronized in
this manner, it is possible o check the
memory address lines and data lines to be
sure that the correct logic levels are occur-
ring al the proper times in the execution
loap.

If operation is not correct check the data
lines for shorts or opens. Sherts usually
occur between adjacent lines which means
that identical bit patterns will be observed
on adjacent lines, Opens lead to missing bit
patterns on the open lines.

Now check the operation of the output
port with the following 8080 program loop:

0000 3C INR A
0001 D300 QuUT 00
0003 C30000 JMP 0G 00

This wili cause a binary count bit pattern to
appear on the data lines of 8080 output port
00. These lines should be checked with the
scope. Again check for shorts between adja-
cent lines and opens.

If operation of longer programs is not
correct, but the previous short loops oper-
ated correctly, then check for swapped high
order memory address lines, This will usually
cause unexpected jumps in the execution of
the program. Or if the processor seems to be
executing every other instruction, check for
an open address line.

A final thing that you should do after
you get the system running is to look at the
response Limes on the bus. Check to see that
the data coming back to the memory is
within the proper timing relationships as
found in the manufacturer’s specifications,
Check to be sure that the data is stable
before the microprocessor strobe occurs.
Problems may be caused by slow memory
chips and can lead to unexpected random
errors in execution of a program. Such
specifications should be checked under
“worse case” conditions {such as at elevated
temperatures} so that when normally run-
ning the system timing errors do not occur
with any significant probability.

These steps are typical of the methedical
process of checking out {and building) a new
computer system. The considerations dis-
cussed here are typical, but by no means
cover all the possible systems and all possibie
conditions 1o check out. Once you get to the
point of executing programs, most of the
crucial steps have been successfully accom-
plished.

A key point to remember is that digital
hardware only does what you tell it to do by
way of design and wiring. Finding bugs in
new hardware, like finding bugs in programs,
is a process of setting up key conditions of
the system (hen checking actual responses
against those to be expected if the system
were working perfectly. It requires a will-
ingness to learn to understand the ex-
pected modes of operation, plus a bit of
ingenuily.m
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SOFTWARE

Extended Monitor for the KiM-1

“XIM" (Extended (O Monitor} is a
programming and debugging package for
the KIM-1 computer. It provides com-
mands to move, compare or search
blocks of memory, set break points,
calculate  branch displacements, load
ASCII characters and dump hexadecimal
data, and display the processor registers.
"“XIM" occupies just under 1 K bytes of
memory and is easily relocated. A 45
page user's manual with source listing is
included, with object code on paper tape
for $10 or on KiM-1 cassette for $12,
from Pyramid Data Systems, 6 Terrace
Av, New Egypt NJ 08533.m

Circte 594 on inguery caed,

A New 8080 Assembly Language
Debugger

The Dynamic Debugger is a
diagnostic program for 8080 assembly
language which has been announced by
Computer Mart of New Jersey. The
program features an automatic break-
point mode to facilitate debugging. The
price is $30 on paper tape or cassette, or
$35 on diskette from the Computer
Mart of New Jersey, 501 Route 27,

A New BASIC Compiler

Software Dynamics is offering a new
BASIC compiler said to feature floating
point arithmetic, subscripting, formatted
output and character string manipula-
tion, The compiler requires 16 K bytes
of programmable memory space. The
price of the compiler is $150, and the
manual selis for $10. For more informa-
tion, conlact Software Dynamics, 17914
Laurelbrook Pl, Cerritos CA 90701,
{213)962-6492.»

Circle 598 o iacunry corrd

Extensions to Processor Technology
Software Package #1

Software Package 0.5 is a set of
extensions 1o Processor Technology's
Sofltware Package #1 (a basic assembler,
editor and operating system for the
8080). New features include automatic
insertion and reordering of line numbers,
commands to find and change or insert
strings, and an eiticient Lape driver tor
Tarbell or Dajen cassette interfaces.
Complele source code is supplied for
$14.95, with object code on paper tape
tor $19.95 or on Tarbell tape flor
$24.95, (rom Objective Design  Inc,
POB 20325, Tallahassee L 32304.m

Real Time Warfare Game

Encounter! is 3 game that exploits
the real time response capabilitics of a
computer. Unlike most board games,
there is no taking turns between two
players; each player attacks and defends
as many places on the field as he is
mentally able to maintain. Parameters
such as the speed of play, configuration
of the playing field, location of “home"
and ‘‘blocked’ districts, "birthrate’ of
new men, and the game time [imit <an
be altered at will. Encounter! is designed
for an Altair {5-100) 8080 or Z-80 based
system with a Processor Technology
VDM-1 and two ASCli keyboards. Com-
plete source code is provided, with paper
tape for $16.95 or with Tarbell tape far
$19.95, from Objective Design Inc,
POB 20325, Tallghassee FL 32304.m

Curcle 599 on inguery card

An IBM 1130 Simulator for Nova
Computers

lcon Corporation has announced its
new ELLIPSE 1130 processing system
designed to simulate the IBM 1130 on a
Data General Nova computer. This
makes available a wide variety of
COBOL, APL, RPG, FORTRAN IV and
other types of programs to the Nova user
with no modifications needed. Contacl
Icon Corporation, 11300 Rockville Pike,
Suite 10 NE, Rockville MD 20852, [301)
770-1885.»

Iselin NJ 08830, (201)283-0600.m

Curcle 596 on inguiry card.

Creele BAT anonguiey card

Crrcte 600 an ingury cardd

74100 25 741500 40 101 125
ra wmwnce,,,. WAMECO INC. 74l01 25 748D 50 103 128
@ CLWDW BOARDS 74002 25 741502 40 2101 450
Wy MEM-1 8KX8 fully buffered. 5-100. uses 2102 type rams. 74L03 25 741803 40 2111 3718
8c S - $30 | 74L04 30 741504 45 2112 450
MB-1 MK-8 Computer RAM, {not S-100), 4KX8, uses 2102 Mother Board 12 siol, terminated, 5-100. boara only$3S 74L05 40 74LS05 45 2602 1.60
type RAMs, PCBD only $22 CPU-1 BOBOA Processor board 5100 with B level vector 74L06 30 74LS08 40 4002-1 750
wletupt PCED sao | 7408 a0 7as10 40 40022 750
MB-3 17024 EROM Board, 4KX8, S-100. switchable ad- 74 4
0% 10 | WAMECO PCED LO9 0 741812 85 MM5262 100
dress and wait cycles, kit less PROMS 365 lomb?';Zflg?]ﬂl on ) or more o n any 74L10 30 741520 40 7489 200
MB-4 Basic AKX8 ram, uses 2102 type rams, may be ex- . 74020 35 741822 45 74200 495
panded 10 BKXB with piggybacking. S-100 buss PC | MEW! Al IC's Sockets & ;a";’wa"—; tor QW;“QE%% CPU-1 [ 741 28 40 74527 45 74C89 300
board $30 'WCL:L;?; all pnme Eowa. 8214. 8224. 821 ”"‘s'gé 74130 40 74LS30 40 82506 200
MB-6 Basic BKX8 ram uses 2102 type rams, memory pro- | 74L32 45 74837 60 82807 200
tect in 256 to BK switchable S-100 buss PCBD $35 AllICs sockels & hardware lor WAMECO MEM-1 includes 74L42 150 74.838 60 82617 200
R } y ) peme 2102AL-4's PCBD nol includagt Order PCBD sepa- 74L51 35 74.842 150 8223 250
P‘::; 16KXB. Staic RAM uses/P410 Protection, fully tut cately 5135 74154 5 740551 40 82523 300
PCBD $30 0O KIT 852500 Speclat 2102A1-4 1K x 1 ram Y5 less power than 21002 74L55 3% 74L354 45 828123 3.00
MB-8 2708 EROM board, $-100, BKXBor 15KX8 kitwithaut | lyPe rams, wih power down. prme from NEC Ea 200,32 ;2L;1 30 ;jLS';s 40 3351 26 g 50
PROMS sg5 | €3 180.64ea 170 128 ea 160, 256 ea 1 50 L73 55 LS73 65 S129 350
. 74174 55 741574 65 825130 395
MB-9 4KX8 RAM.PROM Board uses 2112 RAMS or 90BOA AMD BOSOA (Prime) 2000 | 74L75 120 741576 65 828131 395
B25129 PROM kit without RAMs or PROMs 880 | @212/748412 Pnme 400 | 74L78 90 748151 155 IMS600  2.50
10-25-100, 8 bit paratle! 1Oport, 250! board s for kludging 8214 Prime 830 74185 140 74L5174 220 IM5610 250
it $55 PCBD 330 8216 Pume 495 74186 75 74L85175 195 IMS603  3.00
¥0-4 Two senal 10 ponts with full handshaking 2060 ma | 8224 Prime 500 | 74L89 350 74LS192 285 IM5604 3 50
teot oo Two paralie 40 ports 8228 Prime B 80 74190 150 25018 125 IM5623 300
;: $150 8251 Prime 14 50 TAL9Y 150 25028 30 iMEB24 350
8255 Prime 14 50 74L93 170 2507V 125 MMIB333 250
VE-1 64X 16 vigeo board, upper lower case Greek, COM- | 17024 5 AMD 4024 Prime 500 | 74L95 170 2510A 200  DMB573 450
posite and parallel video with software, S-100 TMS-6011 UART Pume 695 | 74L98 280 2517V 1.25 OM8574 550
Kit 8150 PCBO 830 | 5513 Char Gen Upper Pnme 100 | 740123 150  2519B 280  DMBSIS 450
SP-1 Music synthesizer board, 5-100. computer contralier 2513 Char Gen Lower Prung 1o 74L164 250 25328 280 DMBS76 450
wave forms, 8 pclaves, 1V rms %% dislorbon, mciudes 17024 Intet Nat Prime 400 740185 250 2533v 280 DMB577  3.50
software ki . $200 74L192 125 OM8131 250 OMB578 4 00
Aftaw Compaubile Mother Board, 11 x' 1% x %" 74L193 120 NB8263 3.50 2 4576 MHZ
Board only  $45  With 15 connectors $105. MHO026 295 MC1489 1.50 XTAL 7.20
Extender Boarg full size Board only 59 MC1488 150 OMes37_1 50
Wih connector . $13580
Sot siake muse Cybercom boards e g qually gass Crockormare e oy Ly Sts ot cosemu oy
baard with gold tinger contacts All boards are check lor 419 Portoll Dri ordar, o.r.,?m.';e there wili be a delay of two woeks lorplohe check 1';
shorls. Kits only have solder mask 90 day guarantes an ortoiino Lrive clear, All tams post paid in the U.S Call. residents add 6% lax
Cybercom kits San Carlos, California 94070 Maoney back 30 day guarantee. Wa cannot accep! returmad IC's that
Nan-slectucal cosmetc rejected PCBD from Cybercom Fiease send for IC, Xistor have baan soldered 1o Prices subject 1o charge without notice $30
0.2 21 MB-6 $21 vB-1000 §25 and Compufer pans st minlmum order. $1.00 sarvice chargs on arders s than $10.
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DIODES/ZENERS SOCKETS/BRIDGES TRANSISTORS, LEDS, etc.
1NG14 100v 10mA, 05 8pin pcb .25 ww A5 2MN2222 NPN {Plastic .10) .15
1N4005 600v 1A .08 14-pin  pch .26 ww 40 2N2007 PNP .15
1N4007 1000w 1A 18 18-pin  pcb 25 ww AD 2N3906  PNP a0
1N4148 75v 10mA .08 18-pin  pcb .26 ww .75 2N3084  NPN .35
1N763A 8.2v z .25 22-.pin  pch’ 4B ww 1.25 2N3056 NPN 16A  60v .50
TN758A 10v z .25 24-pin  pcb 35 ww 1.10 T1P125 PNP  Darlington 35
IN7B8A 12v z .25 28-pin pcb 35 ww 1.45 LED Green, Red, Clear 15
TN4733 5.v z 25 40-pin pch b0 ww 1.25 D.L.747 7 seg 5/8" high com-anode 1.95
1MN5243 13v z .25 Molex pins .01 To-3Sockets .45 XANT2 7 seg com-anode 1.50
1N52448 14v 2z .25 2 A , FND 359 Red 7segcom-cathode 1.25
1N52458 16v z 25 mp Bridge  100-prv 1.20
25 Amp Bridge  200-prv 1.95
C MOS - TTL —
4000 .15 7400 .15 7473 25 74176 1.25 74H72 .55 745133 45
4001 .20 7401 .15 7474 35 74180 .85 74H101 .75 745140 75
4002 .20 7402 .20 7475 35 74181 2.25 74H103 .78 745151 .35
4004 3.85 7403 20 7476 .30 74182 .95 74H108 85 745163 .35
4006 1.20 7404 .15 7480 .55 74190 1.75 745157 .80
4007 35 7405 25 7481 .75 7419 1.35 741L00 .35 745158 35
4008 .95 7406 .35 7483 .85 74192 1.65 74L02 .35 745194 1.06
4009 .30 7407 .55 7485 .95 74193 .85 74L03 230 745257 {81231 .26
4010 45 7408 .25 7486 30 74194 1.25 74L04 35
4011 .20 7409 A5 7489 1.35 74195 .95 74L10 .35 74LS00 .35
4012 .20 7410 .10 7490 .B5 74196 1.26 74L20 35 741501 .35
4013 40 7411 .25 7491 .95 74197 1.25 74L30 .45 74L502 .35
4014 1.10 7412 30 7492 .95 74198 2.35 74147 1.95 74L504 .35
4015 95 7413 A5 7493 40 74221 1.00 741.51 45 741505 45
40186 35 7414 1.10 7494 1.25 74367 .85 74L55 65 741508 .35
4017 1.10 7416 25 7495 .60 74172 45 74L809 .35
4018 1.10 7417 A0 7496 .80 751084 .35 74173 A0 74L5810 .35
4019 .60 7420 15 74100 1.85 75110 35 74L.74 45 74L511 .35
4020 .85 7426 30 74107 .35 75491 .50 74L75 .55 74L520 .35
4021 1.35 1427 A5 74121 35 765492 .50 741.93 .55 74LS21 .25
4022 .95 7430 .15 74122 .65 74L123 .55 741822 .25
4023 .25 7432 30 74123 .55 74HO0 .25 74L532 40
4024 .75 7437 35 74125 45 F4HO1 .25 74500 .85 74L837 .35
4025 35 7438 35 74126 35 74HD4 .25 74502 .55 74L540 45
4026 1.95 7440 25 74132 1.35 74HOB .25 74503 .30 74L542 1.10
4027 .50 7441 1.15 74141 1.00 74HOB 35 74504 35 74L851 .50
4028 .95 7442 45 74150 B5 74H10 .35 74805 .35 74L574 .65
4030 35 7443 .86 74151 7B 74H11 .25 74508 .35 741586 .65
4033 1.50 7444 45 74153 95 74H15 .30 74510 .35 741590 .95
4034 2.45 7445 65 74154 1.05 74H20 30 74511 .35 74L593 .85
4035 1.25 7446 .95 74156 .95 74H21 .25 74520 .35 7415107 .85
4040 1.35 7447 95 74157 .65 74H22 AD 74540 .25 74L58123 1.00
4041 .69 7448 70 74161 85 74H30 .25 74550 .25 74L5151 .95
4042 .95 7450 .25 74163 .95 74H40 .25 74551 45 7415153 1.20
4043 95 7451 25 74164 .60 74H50 .25 74564 .25 7415157 .B5
4044 95 7453 20 74165 1.50 74H51 .25 74574 40 74L5164 1.90
4046 1.75 7454 .25 74166 1.35 74H52 .15 745112 .80 74L.5367 .85
4049 70 7460 A0 74175 .80 74H53) .25 745114 1.30 7415368 .85
4050 50 7470 45 74HB5 .25
4066 95 7472 40
4069 40
4071 .35 LINEARS, REGULATORS, etc.
4081 .70 B266 35 LM3I20KS5 (7905) 1.65 LM340T24 95 LM723 .60
4082 .45 MCT2 .95 LM320K12 1.65 LM340K 12 216 LM725 1.75
8038 3.95 LM320T5 1.65 LM340K 15 1.25 LM739 1.50
Q000 SERIES LM201 75 LM320T12 1.65 LM340K18 1.26 LM7418-14) .25
9301 .85 LM301 .25 LM320T16 1.65 LM340K 24 95 LM747 1.10
9309 .35 LM308 (Mini} 75 LM339 95 LM373 295 LM1307 1.25
9322 B85 LM309H .65 7805 {340T5) .95 LM380 .85 LM1458 .95
95H03 55 LM309K (340K.5) .85 LM340T12 1.00 LM709 (8,14 PN} .25 L.M3900 .50
9601 .75 LM310 1.15 LM340T15 1.00 LM711 45 LM75451 .65
9602 B0 LM311D (Mminiy .75 LM340T18 1.00 NES&S55 50
LM318 {Mini} .65 NES56 95
MEMORY CLOCKS NESE5 .95
745188 {8223) 3.00 NE566 1.75
17024 695 INTEGRATED CIRCUITS UNLIMITED NESE7 135
MM5E314 3.00
MMB316 3.50
210241 1.75 7889 Clairemont Mesa Boulevard, San Diego, California 92111 SPECIAL
210211 1.95 - 7 ‘
TR T500B/ (7?4) 278 439.4 {Calif. Res.) . DISCOUNTS
TMS 6011 8.95 All orders shipped prepaid No minimum Total Order  Deduct
8080AD 15.00 Open accounts invited CQD orders accepted $35 - $99 5%
8T13 1.50 $100-$300 10%
8723 1.50 Discounts available at OEM Quantities  California Residents add 6% Sales Tax $301 - $1000 15%
8724 2.00 All IC’s Prime/Guaranteed. All orders shipped same day received. $1000-Up  20%
2107B-4 4.95 24 Hour Toll Free Phone 1-800-854-2211 MasterCharge / BankAmericard / AE  Circle 52 on inquiry card.
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MICROCOMPUTER

MICAOPROCESSOR's

19.95

25.00

Z-80A, 35.00
CDP1BO2CD 2495
AM2901 22.95
12.95

19.95

8.75

15.85

THMS-9000TL.  B9.95

6800 SUPPORT

6810P 4.95
6820P 8.00
6828 1,25
6834P 16.85
6850P 9.95
6852P 11.95
68BOP 14.85
6862P 17.95
6880P 2.70

280 SUPPORT DEVICES

3881 12.85
3882 12,95

F-BSUPPORT DEVICES

3851 14.95
3853 14.95

DYNAMIC RAMS
1103

2104

2107A

21078

21078-4
TMS54050

CHARAETER
GENERATORS

2513 UP 6.75
2513 DOWN B.75
2513 UP {5v) 8.95%
2513 DOWN(Sv}  10.95
MCMB571 10.80
MCMEBST 1A 10.80
MCME572 10.80
MCMES74 14.75
MCMEST5 14.75

PROM'S

1702A 5.00
2704 15.00
2708 20.00
216 38.00
3601 4.50
5203AQ 4.00
5204AQ 6.00
6834 16.95
6834-1 14.95
BZ5238 4.00
8251298 4.25
82238 2.70

8080A SUPPORT DEVICES

8212 395
8214 9.95
8216 4.50
8224 4.95
8228 8.76
8238 8.00
8251 12.00
8253 28.00
8255 12.00
8257 25.00
8259 25.00

250ns.
350ns.
4 50ns.

STATIC RAMS

21L02 (450}
21L02 (250}
2Ln

1101A

21011

2102

21021

211141

21129

2114

1L

3107

4200A
4804/2114
5101C-E
74C89

745201

7489

8599

8102BPC

100

1.25
1.50
3.96
1.10
2.60
1.00
1.15
3.25
2.69
16.50
2.00
3.25

16.50
10.25
2.85
4.25
1.90

250ns.
350ns.
450ns.

-_—
IMSAI/ALTAIR S 100 COMPATIBLE

KEYBOARD CHIPS

AY5-2376 1395
AY5-3600 13.85

UART'S

AYS1013A 550
AY5.1014A 8.95
TR-1602A 5.50
TM5-6011 6.95
IM-6402 10.80
IM-6403 10.80

FLOPPY BISC CONTROLLER

17718 55.95
17718-1 59.95

SHIFT REGISTERS STATIC

25188 3.95
2533V

TMS3002

TMS3112

MM5058

MISC. OTHER COMPDNENTS

NHOO025CN 1.70
NHOOZECN 2,50
NBT20 3.50
NBT26 2.45
74367 .80
OMB09B .90
1483 1.95
1488 1.95
0-3207A 2.00
C-3404 3.9¢

P-3408A
P-4201
MM-5320
MM-5269
DM-8i30
DM8131
DM-8831
DM-8833
DM.-8835
SN74158367
SN74L.5368

L, NNNRN = AO
Louamuviahby
Y-E-R=t-Tk=-R-X-R k-]

KiM-1
6502
6520
6522
6530-002
6530-003
6530004
6530.005

USRT

§-2350 1096
wD16718 29.95

8038 4.00
MC4024 2.50
566 1.75

TV

Game Chip

TMS1855NL

Now Only
$10.95

PerSci DISK AND CONTROLLER

Use the PerSci Disk and Controller now with the
Info 2000 Adapter for the S-100 Bus.

INFO 2000 “SPECIAL”
(includes Model 277 Dual Drive, Model 1070
Controller, Case with power supply and fan,

and cable)

Model 277 Dual Diskette Drive
Model 1070 Controller

Slimline case with power supply and fan
Adapter for the 8-100 Bus (Kit)

JADE PARALLEL/SERIAL §§ JADE
VIDEO INTERFACE KIT

INTERFACE KIT

$124.95 KIT

Cirgle 54 on inquiry card,

$89.95 KIT

WAVEFORM GENERATOR

8K STATIC RAM BOARD

ASSEMBLED & TESTED

19995
189.95
$169.95

WILL WORK WITH NO FRONT PANEL
FULL DOCUMENTATION

FULLY BUFFERED

S100 DESIGN

ADEQUATELY BYPASSED

LOW POWER SCHOTTKY SUPPORT IC'S

KIT

169.95

JADEZ 80 -

—with PROVISIONS for
ONBOARD 2708 and POWER ON JUMP

$135.00 EA. oo
$149.95 EA. ww

BARE BOARD $35.00

wonssiran G Q) comanecs
JADE 8080A KIT

— WITH EIGHT LEVEL VECTOR INTERRUPT

$110.00 kit
BARE BOARD $35.00

A TIE:

Computer Products
5351 WEST 144th STREET

¢~ LawNDA

LE, CALIFORNIA 90260
1213 679-3313

RETAIL STORE HOURS M-F 9-7 SAT. 95

Discounts available at OEM quantities. Add $1.25
for shipping. Califorra residents add 6% sales tax.

CATALOG FREE WITH $10.00 ORDER

HYTE January 1978
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Resder Senvice

Inquiry No. Page No.

Algonquin College Book Store 130
Alpha Digital 130
Anderson Jacabson 77
Apple Computer 8,9, 10
Atwood Enterprises 171
Beckian Enterprises 171
Benson & Costello 129
BITS 115, 117, 119, 147
Byte Shop East 136

Byte Shop, Tustin 134

11 C & K Components 36
California Applied Technology 167
Cambridge Thermionic 143
Canada Systems 133
Carterphone 93

Celetran 140

Central Data 73

CMC Marketing 55
Camponent Sales 124
Computalker 141
Computer Corner 157

21 Computer Depot 1567
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22 Computer Depot Distributing 167
23 Computer Enterprises 160

24 Computer Hardware Store 167
25 Computer Machine Service 167
26 Computer Mart of NH 167

27 Computer Room, San Jose 134
28 Computer Systems 1567

29 Computer Systems Store 167
30 Cromemco 1, 2

8B Databyte 165

31 Data General 13

32 Digital Group 69

33 Digital Research Corp 175

34 Digital Service & Design 167
35 Disc 3157

36 Durango Systems 167

37 Dynabyte 29

38 Electrolabs 173

BYTE's Uagoing Moaitor Box

On BOMB Card,

Inquiry No.

40
41
42
43
44

To get further information on the products wdvertised in BYTE, fill ot the reader
service card with your name and address. Then circle the appropriate numbers for the
advertisers you select from this list. Add a13cent stump to the card, then drop it in the
mail. Not only do you gain information, but aur gdvertisers are encouraged (o avwe the
murketplace provided by BYTL. This helps us bring you a higger BY'TE.

Electronic Control Technotogy 138
Electronic Systems 169
Electronic Warehouse 176
Extensys 19

Charles Floto 167

Forethought Praducts 139
Gallagher Research Inc (GR1) 142
Godbout 177

Heath CiV, 34

Heuristics 87

|EEE Computer Society 132
IMSAT 31

Integrated Circuits Unlimited 179
Jade 181

James Electronics CIII, 183, 185
Lear Siegler 59

Leland Shepard 21

l.ogical Services 120

Meca 82

Meshna 166

Microbusiness 78 127
Microcomputer Origin Store 167
Microdesign 135

Micronics 140

Microware 121

Midwest Scientific 107

Mikos 178

Mini Micro Mart 187

Morrow's Micro Stuff 189
Mountain Hardware 106

mpi 133

MSD 97

Mullen Computer Boards 159
National Multiplex 113

Netronics 121

Newman Computer Exchange 159
Nittany Digital Devices 157
Norcom Services 157

North Star Computer 7, 15

Ohio Scientific 40, 41,42, 43
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Inquiry No. Page No.

79 OK Machine & Too! 63

Oliver Audio Engineering 51
QOsborne & Associates 101

PAIA 138

Parasitic Engineering 78, 79
Paratronics 125

Par Metal Products 157

People’'s Computer Co 65, 99
Peripheral Vision 75

*  PolyMorphic Systems 83
Processor Technology 24, 25, 26
Quantronics 17

Rotundra Cybernetics 157
$-100 143

Scelbi 91

Scientific Research 47, 85

SD Sales 191

Seals 45

Seattle Computer Products 136
Small Computer Systems 135
Smoke Signal Broadcasting 71
Software Records 139

Solid State Music 49

Southwest Techmical Products ClI
Speech Technology 137
Synchro Scund 103

Tarbell Electronics 5

Tech Mart 111

Technical Design Labs 23
Technical Systems Consultant 89
TEI 65

TLF 83

Urban [nstruments 173

Van Nostrand Reinhold 131
Vector Graphic 105

Vista Computer 56, 57

West Coast Computer Faire 153, 155
Worldwide Electronics 141
Xitex {formerly Wectron) 137
Xybek 142

105
106
107
108

17
109
110
111
112

113
114
116
115

*Reader Service inquiries not solicited. Correspond directly with campary.

Article No. ARTICLE PAGE
1 Kent: The Brains of Men and Machines: Part 1 1
2 Hughes: The IRS and the Computer Entreprenaur 27
3 Ciarcia: Add More Zing to the Cocktail 37
4 Allen: A Floppy Disk Interface 58
5 Jessop: The Motorola 6800 Instruction Set 84
6 Bumpous: A User's Reaction to the SOL-10 Computer 86
7 Banks: The Waterloo RF Modulator 94
8 Jennings: The Second World Computar Chess Championships 108
9 Higgins: Structured Programming with Warnier-Orr Diagrams: Part 2 122

10 Smith: Simulation of Motion: Part 3 144

11 Ledder: A Novice's Eye on Computer Arithmetic 150

12 Bryant: Mounting a Paper Tape Reader 161

13 Libes; Notes on Bringing up a Microcomputer 162

192 #YVE fanuary 1978

BOMB Analysis for the October 1977 Issue

First place {and a $700 bonus) went to
David A Higgins' article on "Structured
Program Design’ using Warnicr-Orr dia-
grams, page 146, His article had a rank of
1.37 standard deviations above the mean
of 13 articles. Second place and a $50
bonus went to David Kruglinski's “How
to Implement Space War,”" page 86. His
article ranked 1.26 standard deviations
above the mean. The standard devialion
in October's analysis was 24% of the mean,
indicating a relatively wide spread of evalu-
ations. Be sure to indicate your redactions
to this month’s issuc by rating cach article
on the BOMB evaluation card and for-
warding it to our offlice. The BOMB card
is your direct line to the editors’ desks.m
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with the Heathkit H8 8080 Personal Computing System!

H8 8080A 8-Bit

Computer ........... $375
H8-1 4K Memory ....... 140
H8-3 4K Chip Set .. ... .. 95
H8-5 Serial 1/0 and

Cassette Interface .... 110
H9 Video Terminal ... .. 530
ECP-3801 Cassette .

Recorder/Player .. ... 60

If purchased separately, $1310°°

1

NEW! Microprocessor Course
AND TRAINER
Learn the operation and programming

of microprocessors with our effective
self-study course and trainer!

m Send for your Heathkit Catalog or visit your Heathkit Electronic Center.
Schlumberger

When you invest in a personal computing
system, you want it to perform. So you
need software. But putting a complete
hardware-software system together can
be difficult. Especially if all of the
components are not designed to work
together. The H8 computer, software and
peripherals were developed as a total
system. And we include the software

(at NO extra cost) so you can start
programming right away. Benton Harbor
BASIC with unique statements and
commands and efficient compression
techniques lets you put more program
in less space. The HASL-8 2-pass
assembler generates efficient machine
language code. The TED-8 line-oriented
text editor and BUG-8 terminal console
debugging program permit fast entry,
editing and debugging of programs.

The H8's intelligent front panel provides
efficient one-button program loading,

*See listing page 34

Circle 48 on inquiry card.

and lets you ''see’’ what's going on in
the machine — in memory, in registers
and at I/0 ports.

While the H8 and its software gets you
up and running, our peripherals complete
the "system". The H9 12" CRT video
terminal is complete with ASCII 67-key
keyboard, long and short-form displays,
auto-scrolling, plot mode, cursor and

.more. And cur ECP-3801 cassette

recorder/player providés convenient
mass storage for all your programs on
easy-to-handle cassettes.

All this, plus complete documentation,
service support through the Heathkit
factory or Heathkit Electronic Centers
nationwide*, and self-instructional
programming courses make Heath your
BEST choice for a truly practical and
versatile computer system that's ready
and waiting for your commands.

CP-134
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