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Figure 1: A 256 by 256 point address state analyzer that displays dynamic fluctuations of a computer’s 16 bit memory address
bus. Two 8 bit digital to analog converters drive the horizontal and vertical inpuits of an oscifloscope with the analog equivalent
of the eight high order and eight low order address lines. The display gives a visual "signature’ of the computer in action. Acces-
sing of unexpected memory locations which distort this "signature’ becomes instantly visible for troubleshooting purposes.

A Penny Pinching Address State Analyzer

Steve Ciarcia
POB 582

Glastonbury CT 06033
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Three years ago | got my first home
microcomputer, a Scelbi 8H. This was
before the advent of widespread interest in
personal computers and it was naturally
based upon the Intel 8008 processor. Back
then | was satisfied with the tedious task of
hand toggling a program inlo the computer
and watching the front panel memory
address and data buffer lights twinkle,
signifying that the program was executing
something. After that | bought more
memory which consisted ol 2102s. That
gave me enough space to write only the
simplest of monitor programs, again using
the front panel as the display medium. At
the end of its evolution, my 8008 did have

a rudimentary video display and 300 bps
cassette interface; but, if there was one
major physical characteristic of the first
generation home computers, it was the
predominance of the front panel display
and data entry switches. The concept of
the integrated home computer “system”
was yet to be seen. A computer required
display and data entry switches if it was
to be powered up and exercised. Additional
10 devices such as video displays and key-
boards were luxuries.

Well, it was inevitable. The prices of
components have dropped drastically in
the past few years and the experimanter
now thinks in terms of a home computer
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from any one of the following authorized dealers:

ALABAMA

Computertand
3020 Univessity 0r. N.W
Huntsville  539-1200

The Compuler Center
303 B. Poplar Place
Birmingham  942-8567

ALASKA

The Alpha Corporation
100W bl urport Rd.
&nchorage  279-1316
Team Electronics
Anchorage  276-2923
Anchorage  272-4823
Fairbanks 456-4157
ARIZONA

Byle Shep

Tempe 834-1129
Phoenix  942-730D
Tucson  327-4576

CALIFORNIA

A-I0D Eleclranics
2210 Bellflower Road
Lang Beach 598-0444

Byte Shop

Citrys Heights  961-2983
Palg Alte  327-8080
Pasadena 684-3313
San Jose 377-4685
San Mateo  341-4200
Santa Clara  249-4221
Walnut Creek  933-6252
Computer land

El Ceerto  233-5010
Hayward  538-8080
inglewond  776-80A0
Mission Ve 770-011
San Diego  560-9912
San Francisco  546-1592
Thousand Ogks  495-3554
Tustin - 544-D542
Computer Components

5848 Sepulveda Bive,

Van Muys  7RB-7411
Computer Country

SOGE. 1st SI

Tustin  38-477¢
Compuwter Playgroung
6789 Westminster Avenue
Westminster 80B-8330
Comauler Storg

1093 Missian 51

San Francisco  431-0640
The Computer Store

B20 Broagway

Sanla Monica  451-0713
Electric Bran

3038 N. Cedar Ave

Fresno  227-8479

Home Entertainment Emporum
2100 Sepulveda Blvd.
Manhaian Beach 546-2501
Rainbow Computing, Inc.
10723 Whate Dak

Granada Hills  360-2171
Steawberry Electronics

71 Glenn Way #9

Belmon!  595-0231
COLORADO

Byle Shop

3464 5 Acoma St
Englewood 761-6232
Taam Elactronics

Boulder  447-2368
Colorado Springs  596-5565
Fart Collns  484-7500
Geand Junchion 2454455
Greeley 1358-3800
Longmont  772-7800
Pueble  545-0703

CONNECTICUT
Computgriang

2475 Black Rock Turnpike
Farield 374-2227

The Gomputer Store

63 5 Main St

Windsor Locks  627-0188

DELAWARE
Computeriand
Karkwood Highwa
Mewark  738-9656
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FLORIDA

Byte Shop

Ft Lauderdale 561-2983
Miamu  263-2983
GEORGIA

DataMart. Inc
3001 N Fulton Drve
Atlamta  233-0532

HAWALI

Real Share
190 S King Street # 890
Honolulu  536-104)

ILLINOIS
Computeriand

Arlinglon Heights  255-6488

Nies  967-1714
Oaklawn  422-8080

Data Domain
1612 £ Atgonguin Rd
Shaumburg  397-8700

Itty Biity Machine Company
1316 Chicago Avenue
Evansion  328-6800

Team Electronics
Carpentersville  428-6474
Decatur  877-2774
Galesburg  344-1300
Maline 787-B261
Peoria  692-2720
Rock Island  788-9595
Rockiord  389-2577
Schaumbury  882-3864
Springhield  525-8637
INDIANA

The Dala Damain

fon Wayne $B4-7611
Bloominglan  334-3607
West Latayeite  743-3951
Indianapals  2531-3139
The Home Compuler Center
2115 E B2nd 51,
Indianapolis  251-6800
IOWA

The Computer Store
4128 Brady St
Davenport  386-3330
Team Electronics
Ames 232-7705
Beltendort  355-7013
Cedar Rapids  393-8956
Davenpart  386-2588
Dubuque 583-9195
lowa City  338-3681
Sipux Ciy  252-4507
Siaux City  277-2019
Waterloo  235-6507
Video Midwest, Inc
2212 Ingersoll Ave.

Des Moines  244-1447
KANSAS

Barney & Associates
425 N Broadway
Pitsburg  231-1970
Team Electronics
Garden City 276-2911
Hufchinson  662-0632
Lawrence B41-3775
Manbattan  539-4636
Salima  827-9361
Topeka 267-2200
Wichita  685-8828
Wichita  942-1415
Wichita  682-7559
KENTUCKY
Computedand

8138 Lyndon Lane
Louiswlle 425-B308
The Dala Domain
Lexington  233-3346
Louisuille  456-5242

MARYLAND
Computeriand

16065 Frederick Road
Rockwille  948-7676
Computers, glc

13A Allegheny Ave
Towson  674-4742

MASSACHUSETTS
Tne Computer Stote. inc.
120 Cambndge Street
Burlington  272-8770
MICHIGAN

Team Electronics
Escanaba  786-3911
Menomines  B64-2213
MINNESOTA

Team Electronics
Minpetonka  544-7312
tdina  920-4817
Eden Prare  941-8901
Bemidy  751-7880
Wilimar  235-2120
St. Cloud  253-8326
Owatgnna  -451-7248
Hitbing  263-8200
Virgmia - 7415919
St Anthony  789-4368
West St Paul  451-1765
Minneapolis  377-8840
St. Paul 227-7223
St Cloug 251-1335
Minneapohs  869-3288
Minneapobs  378-1185
Maplewood  777-3737
Mankato  387-7937
Eveleth  749-8140
St. Paul 638-5147

MISSOURI

Electrome Components. Intt
1306-8 South Hwy 63
Coiumbia 443-5225

Team Electronics
Biscayne Mall

301 Stadium Bivd
Columbia 445-4456
MONTANA

Computers Made Easy
415 Morrow
Bozeman  586-3065

Team Electronics
Great Fahis  852-3281
Missoula 549-4118
NEBRASKA

Team Electronics
Grand Istand  381-0559
Lingoln  435-2959
Omaha 397-1666
Omaha 333-3100
Norfolk  379-1161
North Platte  534-4645
NEW HAMPSHIRE

Computermar
170 Main Street
Nashua 883-2386

NEW JERSEY

Computeriand

2 De Hart Street
Morristown  539-4077
Computerman

501 Route 27

iselin  283-0600

NEW YORK
Computerland

Buffalo 836-6511
{thaca  277-1888
Computer Mart 0! N Y
118 Madison Ave

New York 686-7923

Co-ap Electronics
9148 Main Street
Clarence  634-2193
NORTH CAROLINA
Byte Shop

1213 Hilisbarough St
Ralergh  833-0210

Camputer Roam
1729 Garden Tetrace
Chariotte  373-087%

Rom's & Ram s
Crabtree Valley Mall
Raleigh  761-0003
NORTH DAKOTA
Team Electronics
Bismarck 223-4546
Fargo 282-4562
Grand forks  746-4474
Mot 852-3281t
Wilkiston  572-7633
OHIO

Computerland
1304 SOM Center Rd

Mayhield Heights  461-1200

The Data Domain

Dayton  223-2348
Cincinnatt 561-6733
OKLAHOMA

Bits Bytes & Micros
1186 N MacAsthur Bhed .
Oklanoma City  947-5646

High Technalogy
1020 W Wilshiie Blvd.
Oklahama City  843-9667

Team Electronics
Norman  329-3456
QOklahoma City  634-3357
Oklahoma City  848-5573
Stiltwater  377-2050
Tulsa  633-4575

Tulsa  252:5751

Yokan  373-1994
OREGON

Team Electronics

Bend 389-8525

Canby 266-2519
Salem 3643278

PENNSYLVANIA
Computer Mart of PA
Route 202

King of Prussia  265-2580
SOUTH DAKOTA
Team Electronics
Prerre  224-1881
Rapid City  343-8363
Sioux Falls  336-3730
Sioux Falls  339-1421
Swoux Falls  339-2237
Watertown  886-4725

Cupertino, California 95014
(408) 996-1010

EURAPPLE

Order your Applell now.

TEXAS

Byte Shop

3211 Fondren
Houston  977-066+
Computeriand
Houston 997 0509
Ausbin 452.5701
Computer Shops, Inc
13933 Noah Central
Dallas  234-3412
The Computer Shap
6812 San Pedrg

San Antomo  R2B-0553

Computer Terminal
2101 Mynile St

El Pasa 532-177¢
The KA Compuler Store
1200 Majesty Drive
Oalias

VIRGINIA

The Computes Hardware Store

818 Frankiin St

Alexandna  548-8085
Home Computer Cenler
Virginia Beach  340-1577
Newpod Hews  595-1955
Tumberville Elecironics

PO Hox 202

Timberalle  B96-8926
WASHINGTON

Team Electionics

423 W Yakima

Yakima 453-0313
WASHINGTON, D.C.
Gerogetown Camputer Sioie
3286 M S0 NW
Washington O C 382-2127
WISCONSIN
Team Electronics
Eau Claire  834-0328
Eau Clawe B34-1288
Madison  244-1334
Milwaukee 461-7600
Racine  554-8505
Sheboygan  458-8791
Greendale 421-4300
Rhinglander  369-3500¢
LaCrosse  788-2250
Wausau  342-3364
Milwaukee  672-7600
Janesville  756-3150
Marutowoc  684-3393
Milwaukee 354-4880
Oshkosn  233-7050
WYOMING

Teamn Electronics

Hilllop Shopping Ceater
207 S. Monlana
Casper  235-6691

CANADA

Future Byle
2274 Rocktand
Mentreal, Que  731-1638

AUSTRALIA

Comgputerland
52-58 Clarence St
Sydney, NSW  29-3-153

apple computer Inc.

10260 Bandley Drive

European Operations of Apple Computer, Inc.
2031 Byron Street
Palo Alto, CA 94301
(415) 964-7020

Circle § on inquiry card.



Complete ASCII

David M Ciemiewicz
533 M Holly St
Elizabethtown PA 17022

Most of the time when you see 4 maga-
zine article that requires an ASCII table,
the table accompanying the article is cither
incomplele or is in a numeric system thdat
you cannot use without converting it.

The table | have devised is complete 128
character ASCII. Each character is ac-
companied by its binary, octal, decimal
and hexadecimal eqguivalent

This table has proven invaluable to me,
as | amsure it will to you.m

]

by <E L

2 Q ® 9 -1 o]
o ™ e Q =
£ i~ 3 £ 3 § E~o
£ £ ex D @ @ £ E 2
O o oo o o I X} 0N Mo
' 01100000 140 096 60 01110000

01110001
01110010
01110011
01110100

p
01100C01 141 097 &1 q
011000710 142 098 62 r
01100011 143 099 63 5
01100100 144 100 64 1
01100101 345 101 65 u 01110101
01100110 146 102 66 v 01110110
01100111 147 103 67 w 01110111
01101000 150 104 68 X 01111000
01101003 151 105 69 y 01111001
01101010 152 106 BA 2 01111010
01101011 153 107 6B { 01711011
01101100 154 108 6C ! 01111100
01101101 1556 109 6D } 01111101
01101110 156 110 BE ~ 01111110
01101111 157 111 BF DEL 01111111

033_1__"'3'm'“m(10ﬂ‘m

Mote: The bit 7 in the binary column is sometimes a

times used as a parity bit.

Abbreviations for Control Characters:

NUL - null, or all zeros bC1 -
SOH — start of heading DC2 -
STX ~— start of text DC3 -
ETX ~— end of text Dpca -
EOT — end of transmission NAK —
ENGQ - enguiry SYN —
ACK — acknowledge ETB —
BEL - bell CAN —
BS — backspace EM -
HT — horizontal tabulation suB -
LF — hine feed ESC -
WT — vertical tabulation FS —
FF ~ form feed GS -
CR — carriage return RS -
SO — shift out us -
51 — shiftin SP -
DLE — data link escape DEL -

Decimal
Hexadecimal

Octal

160 112 70
161 113 71
162 114 72
163 115 73
164 116 74
165 117 75
166 118 76
167 119 77
170 120 78
171 121 79
172 122 7A
173 123 7B
174 124 7C
175 126 7D
176 126 7E
177 127 7F

1 or is some-

device control 1
device control 2
device control 3
device control 4

negative acknowledge
synchronous idle

Character

NUL
SOH

end of transmission block

cancel

end of medium
substitute
escape

file separator
group separator

record separator

unit separator
space
delete

t7 to

o
g~

fee]ie]

00000000
00000001
00000010
00000011
00000100
00000101
00000110
00000111
00001000
00001001
00001010
00001011
00001100
00001101
00001110
00001111
00010000
00010001
00010010
00010011
00010100
00010101
00010110
00010111
00011000
00011001
00011010
00011011
00011100
00011101
00011110
00011111
00100000
00100001
00100010
00100011
00100100
00100101
00100110
00100111
00101000
00101001
00101010
00101011
00101100
00101101
00101110
00101111

Binary

128 CHARACTER ASCII TABLE

Decimal

002
003

Hexadecimal

VOGS WN—=O Character

| > N XSLCAHV TP POZZrAC—IOTMOO®RBH VY I A=

it7 to
tQ

T
00110000

00110001
00110010
00110011
00110100
00110101
00110110
00110111
00111000
00111001
00111010
co11101M
00111100
00111101
00111110
00111111
01000C00
01000001
01000010
01000011
01000100
01000101
01000110
¢1000111
01001000
01001001
01001010
01001011
01001100
01001101
01001110
01001111
01010000
01010001
01010010
01010011
01010100
010101
01010110
0101011
01011000
01011001
01011010
01011011
01011100
01011101
01011110
01011111

Binary

Octal

060

062
063
064
065
066
067
070
071
072
073
074
075
076
077
100
101
102
103

105
106
107
110
111
112
113
114
115
116
117
120
121

123
124
125
126
127
130
131
132
133
134
135
136
137

078
079
080
081
082
083
084
085
086
087
osg
089
090
091
092
093
094
095
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purchase price in savings on timesharing
computer <¢osts. In particular, the
MOM/70 was used to simulate the ther-
mat performance of a cacling pond. This
involved a tinite difterence solution of
the time dependent advection-dispersion
equation of fluid mechanics.

Because ol the analysis involved, the
calewlation required several months of
elfort. Most people with whom | have
discussed the problem found it hard 1o
believe that it could be handled on such
a small machine. 1t would not have been
possible if it weren’t for the storage
cconomy and power of APL in con-
junction  with the capability of the
machine to run in the virtual mode.

The program was set up to plot the
results of calculations (centerline tem-
peratures) as they were produced. In
this way the effect on the temperatures,
of changes in thermal input and/or
climatic conditions, could be monitored
with the option to change cither the data
or the program without restarting the
run,

We have also used the machine for
many other projects and find it a very
usetul tool for the type of throwaway
programming that is typical of much
engineering work.

The MCM{70 has since been up-
graded to the MCM/800 through the
use of a specially designed micropro-
cessor that has a similar instruction set
to the 8008 but performs APL oper-
ations about ten times laster.

R V Elliott PhD
Ontario Hydro

700 University Av
Toronto, Ontario
CANADA M3G 1X6

See page 216 or December 1977
BYTE tor a curcent report on  the
MCM] 70,

COPYRIGHTS: US VERSUS
CANADIAN?

The long letter from the Canadian
patent attorney Daniel A Mersich does
little to clarity the situation, since it
reveals ignorance of American law. In
fact, software is protected under the
American copyright law, just as new
hardware is protected under patent law,
Enforcement of copyright is similar to
enforcement of patent: the owner takes
the violator to court.

American law scems clear to me
(although | am assuming that the copy-
right office regulations which implement
the law will remain the same) in that a
copyright of software must be presented
in a printed form readable by a {know-
ledgeable) human; it cannot be just a
magnetic tape or a binary listing.

Since the philosophy of the patent
law is that it will provide protection
while providing public access to new
technology, a person attempting to
patent a little black box would have
to describe the new technology inside
to get a patent (like bubble memory).
If the function was in fact carried out by
programmablc sequential steps, the de-
scription would have to be carried to the
copyright office.

The US copyright office has a flier
describing procedures and limits for
software programming.

Mike Firth
104 N St Mary
Datlas TX 75214

CLARIFYING PERSONAL USE
OF PATENTED INVENTIONS

| must take issue with  Daniel
Mersich's comments on patents in the
November 1977 “BYTE's Bits.” Though
his information is, for the mast part,
correct, he leaves readers with an impres-
sion which is quite mistaken.

It is quite Lrue that a commercial
producer infringes a patent ecven by
inadvertent “reinvention.” The Patent
Code gives the owner of a patent an
absolute commercial moneopoly, goad
against anyone who secks to protit lrom
the same knowledge. The fact 1hat
another inventor develops the same
device without knowledge of the patent
is of no effect.

However, a patent does nor, despite
the impression left by Mr Mersich, pre-
vent every person from developing and
using 4 given device. In general, a non-
commercial user may credte and use an
identical device, even by directly copy-
ing the patent, and regardless of lack of
permission from the patent owner. Such
users are free to create and operate the
device so long as use is restricted to
purcly personal experimentation, amuse-
menl, instruction, education, or curio-
sity.

I'm afraid that Mr Mersich may have
convinced some readers that even such
restricted personal use infringes, so that
a palent search would be required for
every new development. The Patent
Code is often a pain in the lower bits,
but it isn't that restrictive.

C Kevin McCabe

The Lawyer's Club, Room B-14
551 S State St

Ann Arbor M1 48104 m
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MORE 6800 SOLUTIONS:

FOR SWTPC 6800

AS-TANALOG INTERFACE MODULE

FAST, ACCURATE A/D, D/A
CONVERSIONS

EIGHT ANALOG INPUT CHANNELS
ONE HIGH-SPEED ANALOG OUTPUT
OCCUPIES ONE /0 SLOT

$87.50 KIT $115.00 ASSM.

SC-1 SERIAL INTERFACE CARD

RS5-232 SERIAL INTERFACE
FULL CONTROL SIGNALS
IMPLEMENTED

MOST VERSATILE SERIAL 170
AVAILABLE

$30.00 KIT $40.00 ASSM.

L.S. Orders Postpaid

MICROWARE SYSTEMS CORPOR

FOR MOTOROLA “D2”

M6800 SOFTWARE

DA-1 UPGRADEKIT

CONVERTS D2 TO TERMINAL 1/0
RETAINS FULL CASSETTE 1I/0O
CAPABILITY

INCLUDES RT/6BMX ROM -
MONITOR/O.5.

ALLOWS USE OF BASIC, EDITORS,
ASSEMBLERS, ETC.

RS-232 SERIAL INTERFACE

DA1 w/70 p. MANUAL $69.95

MOTOROLA MMS68104 16K RAM

* 16K BYTES DYNAMIC RAM

o ENGINEERED SPECIFICALLY FOR “D2""
* EXORCISOR — TYPE BUSS

¢ $395.00 ASSEMBLED

Master Charge & VISA Welcome

A/BASIC COMPILER

8K EXTENDED BASIC COMPILER

CONVERTS BASIC PROGRAMS TO

FAST, MEMORY EFFICIENT

MACHINE LANGUAGE

DESIGNED FOR 68 — SUPPORTS
LTIPR RA ING

EXTRE VERSATILE 1/0

KC CASSETTE + MANUAL — $49.95

RT/68MX OPERATING SYSTEM

EXPANDED CONSOLE MONITORROM
REAL TIME QPERATING SYSTEM
DIRECT MIKBUG REPLACEMENT

PIA OR MULTI-ACIA 1/O

RT/68MX ROM w/MANUAL $55.00

Write or call for Free Catalog.

TION

P.O. BOX 954 « DES MOINES, IOWA 50304 » (515) 279-9856
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The purpose of this article is to unify the
concepts of digital electronics, the graphical
representation of set theory and proposi-
tional calculus, using Boolean algebra. Our
motivation for the background work repre-
sented in this article was the design of an
encoder for a surplus keyboard. That was
as much a problem in set theory and propo-
sitional calculus as it was in digital design.

First a note about the subject matter of
this articie. The availability of MSI and LSI
makes the systematic reduction of many
logic functions a waste of both time and
money. For example you can buy an 8 bit
addressable latch for about $1.50. Synthe-
sizing it out of small scale integration can
take some 75 gates or 30 integrated circuits.
No money or time savings here! The fol-
lowing techniques are quite general, though,
and you can certainly find design problems
that don’t have off-the-shelf solutions. In
this particular case (keyboard encoding),
off-the-shelf solutions exist. But learning
about logic design techniques requires
illustrative examples. Encoding a large set
of inputs serves well as such an example.

In the various systems, digital, graphical
and logical, analogous concepts are expressed
differently. We're going to show the equiv-
alences which exist. Digitally and logically
we have a ‘'‘system,” where _ phically
we have a “‘universe.” Universe and system
will mean the same thing to us. Our system
is composed of ‘‘states,” while our universe
consists of “points.” The meaning of point

be arer after we've explained state.

_sically we picture a device with several
terminals, some input and output, the others

nal, perhaps not even accessible. Sup-
pose there are N terminals, each of which
can have its signal level high (H) or low (L).

Figure 1: The Venn dia-
gram universe is the collec-
tion of all points in the
rectangle; the points inside
the circle (p) are points
corresponding to terminal
p being H. Those outside
{p) refer to p=L.

H and L are the two possible states of any
terminal. We want to know how many states
the system has. There are two states for the
first terminal, times two states for the sec-
ond, times two for the third, ... times two
for the Nth, giving a total of 2N sta  for
the system. Anocther way to express this is
to consider each terminal of the device to
be represented by some bit in a binary word.
For N terminals we need an N bit binary
word, the pth bit representing the state of
the pth terminal. Since an N bit binary word
can take 2N different values, our system
must have 2N different states. Each possible
arrangement of Hs and Ls on the various
terminals defines a unique system state,
which corresponds to a point in our equiva-
lent Venn diagram universe. The logical
anal ' to the digital terminal is the proposi-
tion, merely a statement, which is true
(T) =1 or false (F) = 0.

Think of any device terminal, call it p and
define the proposition which is T when
p = H and F when p = L. Of course we call
this proposition p also. Graphically we col-
lect all the points of our universe which
correspond to system states with terminal
p = H and enclose them in a curve as in
figure 1. It is the interior of this region that
corresponds to p. In summary we equate
propositions with regions and label th
p, q, r, etc. If a device has two inputs, two
outputs and four internal terminals then the
universe has 28 = 256 possible states or
points. The aforementioned keyboard en-
coder is a 64 input, 7 output and n it
terminal device where minimizing the un-
known, n, is one way of stating the I
design problem.

Venn diagrams are an easy way to demon-
strate the laws of logic. For example it's an

Dan Bunce
139 Morewood Av

Pittsburgh PA 15213

Art Schwartz
740 Broughton St

Pittsburgh PA 16213
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Figure 6: Diagram used to
show operations are associ-
ative and distributive.

means. The ps and gs are terminals, regions
or propositions. But most of all they're O
or 7. pAg s also Oor 1. If p =1 at the same
time that q = 1 then pAq = 1, if either (or
both} is O then pAgq = 0. What about
pvq? If both are 0, pvq is 0, but if either
is 1 then pvg = 1. One objection to the
notation + for OR is that 1+ 1 =1,

We can consider three variables by
referring to figure 6. Convince yourself of
the following:

(pvalvs=pviavs)=pvaqvs
(pAa)AsS=pA{gAS) =pAGAS.

In words, the operation v and A are
associative. The next two examples are only
a litde harder to see:

p vigAas) = (pva) Alpys)
p Alavs)=(pAa)V(pAs).

In mathematical parlance, the operations
are distributive. The formulas show that
within a set of parentheses order doesn’t
count; that is pAg = QAp or pvVQ = qvp.
This means the operators are commutative.

We want to write equations in more than
three variables but shading the subregions of
five cles creates eye strain faster than un-
derstanding. Our diagrams have been most
helpful, though, for we can go on symbol-
ically, by repeated application of what we've
already learned.

Let's work out an example. To reduce
x = |[{Ppvg)vs] At we define a new vari-
able, and continue to define new variables
as often as necessary: u = (PV q) Vs, so the
original expression takes the simplified form
x = uAtl = (vT). What’s G2 Just plug in
u={pvag)vs, so U ={(pwvqvs). Substitute

back and write: x = [Ipv qvs) VI].One
circuit that generates x is shown in figure 7.
We emphasize again, x is a number, either 0
or 1, and its valuc depends on the values of
p, 4, sand L.

For many variables, we'll run out of let-
ters to designate propositions. There’s an
easy way around this. If we have a proposi-

«w o ol

—D>

tion a, and later in the problem we find we'd
like to call a different proposition a also, we
tack on subscripts. The first proposition
becomes a(1), read a-one or a-sub-one, the
second a{2). We never run out of subscripted
letters, bui more important subscripting
allows a more compact notation. When we
have a{l) v al{2) v a(3) v ... va(n) we
write this as

n .
v (ai).

Similarly we can form

b{1)AB(2)A ... A b(m):/\:" (b(3)).
-

The first time you encounter this notation
it appears awkward. In fact it's very effi-
cient, but like any unfamiliar concept it
requires some mental accommodation. When-
ever you feel uncomfortable with it just go
back to the definition and expand it. It soon
becomes second nature.

We'll pose and solve a final problem. The
Teletypewriter keyboard which started this
article has 64 switches. We wanted a circuit
which shows when any of the switches have
been pressed. The goal is, in cffect, a 64
input OR gate. Nobody s such a thing
{if they did they'd need a 68 pin package
to pul it in), but we can synthesize it. Just
follow the expansion:

8 8
v (ali) ] :[A (v
1 1

o

b1, j} = alf), b(2, 1) = a(8+j), b(3, })
= a(16+). . b8, i) = a{56+]).

where

Once you understand how to break OR into
NOR then NAND (reading from inside the
parentheses since ihat's the way the signal
flows), you can nest successively, gencrating:

Figure 7: Circuit repre-
senting  the eguation:
x={{pvaq) vs| AL
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Figure 8: A 64 input OR gate. Dotted lines indicate repetition of the relevant
element. For example, there are 32 2 input NOR gates at the leftmast level,
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Working from the inside out we need NOR
gates, NAND gates, NOR gates, NAND gates.
2 input NORs are common, as are 4 input
NAND:s. If we feed the 64 input signals into
32 2 input NORs, their outputs into eight
4 input NANDs then on inte four 2 input
NORs and finally into a 4 input NAND, we
have a 64 input OR. Using a logic circuit
representation, figure 8 shows how this
expression might be wired.

At the first level we've used 32 2 input

Ba

ali}

e 1 1

Figure 9: Two different
ways of building a 64 in-
put OR gate.

Da
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NORs. Four of these come in one integrated
circuit package which means we need eight
packages at the input level. The second leve!
requires four packages since there are two
of these gates in each integrated circuit, the
third two packages and the fourth one half
package. The circuit uses approximately 15
integrated circuits.

We achieve the same result more directly
if we begin with the complemented signal
from each switch. In practice this means
the switch is wired H rather than L. It is
neither more nor less difficult. We write the
following:

4744
via(i))= A (V [/\ (cli, k, |)):])
1\1 L1

beginning with complemented signals we
need 4 input NANDs, NORs, and NANDs,
as shown in figure 9a.

An even more direct means to our end is
the following formula which is illustrated
in figure 9b:

8 I8
V(a(i))=’1\ |:\]/ (b(j, k))]

where all NAND and NORs are 8 input. This
requires only nine packages. The only thing
wrong with the last method is 8 input NORs
are unusual. They are available in newer
CMOS, but not in low numbered (7400)
TTL. Since there are other nearly as simple
and certainly less expensive ways of doing
the job it hardly pays to look for the special
integrated circuits.

Having established (or more correctly,
justified) the laws of logic and worked a few

aln)
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Addison-Wesley's Joy of Computing Series —
dedicated to worthwhile personal computing.
Books that show you what to do and how to do
it well.

Programming a Microcomputer: 6502
by Caxton C. Foster,

University of Massachusetts, Amherst
Teaches microcomputer programming in
machine language. Emphasizes KIM-1.

BASIC and the Personal Computer

by Thomas A. Dwyer and Margot Critchfield,
University of Pittsburgh

An outstanding presentation of BASIC and
extended BASIC showing a great diversity
of applications.

The Little Book of BASIC Style

by John M. Nevison,

John M. Nevison Associates

Emphasizes style in BASIC. To be read,
reread, and referred to often.

a
<

Put a little joy in your computing experience —
order books or get more information by writing
to Ann Whitworth, Business & Professional
Division, Addison-Wesley Publishing Company,
Reading, Massachusetts. Or, ask at your
nearest computer book store.

A
vy
Business & Professional Division

ADDISON-WESLEY
PUBLISHING COMPANY

Reading, Massachusetts 01867
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Foruem

The Case for a
“Compiler Interpreter”

Richard A Rodman
3041 Patrick Henry #202
Falls Church VA 22044

Your “Technical Forum,” May 1977
issue, presents a higher level language ap-
proach which, although based on ideals
achicevable on larger systems, is unrealizable
on microprocessor devices within any realm
of practicality. The character set alone of
PL-SKYE is unavailable on displays to
anyone save ECD Micromind or Noval 760
users, and hard copy would he a foregone
conclusion.

| have been working on high level lan-
guage ideas myself and have already dis-
carded the use of a direct compiler system
of home computers because of its stringent
demands on mass storage peripherals. Yet,
as Mr Skye realizes, the resplendent luxury
of the source code in memory used by an
interpreler is also far too costly for anything
but the smallest programs.

However, there is middle ground in the
form of a semi-compiler or “compiling
interpreter.”” This is a program, or sel of
programs, which reads the source code from
tape, translates it into compact symbaolic
code, and then interprets this code. As a
single program, this is of course too large for
the amount ol memory space in a home
computer. However, it may be broken down
by task into three segments: the translator,
which creates the symbol table as well; the
resolver, which resolves label references,
allocates memory for variables and so
forth; and the interpreter. These three seg-
ments, would, each upon completion, load
in the next segment. There would be an
optional fourth segment, the “recon-
structer,” which would be able to recon-
struct the source code if desired.

| feel that this arrangement would allow
the use of slow speed devices, such as the
audio cassette recorder, without sacrificing
an e¢normous amount of specd. Translation
would of course have to be done in a single
pass, reading from one tape onto another.

As far as specifying the particular cle-
ments of the language, it would be best to
start simple. 1, as well as many others, share
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Figure 3: When an additional pair of stator coils is added to the system it Is possible to turn the rotor in a definite direction by
a predetermined amount. The net magnetic flux is indicated by the heavy arrow in each case.

//
/‘v

Figure 4: An exploded
view of a typical stepper
motor showing internal
construction.
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usually a hallow cylinder to reduce inertia.

Figure 2a shows a 4 pole motor with
none of its poles energized. When power is
applied it will snap clockwise to position 2b
if the direction of current is as shown. This
is because the opposite poles are attracting
and the like poles are repelling. However,
when the direction of current is reversed it is
not possible to predict the direction the
rotor will turn in going from 2b to 2c. We
must energize another pair of poles as in
figure 3 before we gain control of rotation.

In figure 3a the rotor is shown at rest
aligned with the net magnetic flux field from
the stator coils. All four coils now have
current flowing. In figures 3b and 3c the
current has been reversed through stator
coils A and C. Therefore, the net magnetic
flux now adds up as shown. [n figure 3b the
rotor has started to turn clockwise. This
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rotation is caused by the repulsion of the
like poles as well as the attraction of the
opposite poles. When the rotor poles again
align with the magnetic flux of the stator, as
in figure 3c, the rotor is again at rest. This
motor requires four steps per revolution.

In a realizable motor there are more than
four poles and they are folded up arcund the
rotor. More poles will result in smoother
rotation. The windings, two in these small
motors, contribute magnetic flux to 2 num-
ber of poles. These coils may be center
tapped to allow reversal of current in the
windings with a single polarity power sup-
ply. This is illustrated more fully later on.
Figure 4 shows an exploded view of a typical
small stepper motor. The two coils are
enclosed by steel cups which complete the
outer magnetic path. The inner magnetic
path of the stator is a series of small

Continued on page 102
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SCREENSPLITTER

A COMPLETE TV TEXT DISPLAY SYSTEM

from
icro Divergions, Inc.

g

U SEREENSPLITTER ia a self-contained TV text displav system
for your miecrocomputer. It comes on a single, high-quality
1 5-100 compstible board, complere with its unique Window
i Package software medule. With the Window Packgge. you can
§ loglcally segment SCREENSPLITTER's huge 40 x 86 disvlay of
upper-lower case characters into up to 50 independent
“windows” of varicus sizes. (You get the idea from our adl)
Each window has irs own optional frame, cursor, figure-
ground, and optiecnal label, and each window scrells and
aurcmatically formats its text independently of all the
orhers. QUICK! There's some interesting information flash-
ing by in WINDOW 1. Go vead it!

Beemmeeoonaaaan WINDOW 1 ====memccsccees
sl fra~esxial

mmm———-

Whoops! Our output routine seems to be
having problems. Oh well, at least you
get to see some of SCREENSPLITTER'S
scientific symbols. (You can order a
grachics character set optionally )}

And any character may be user-defined
as a winking characcer. How? you ask.
Simple: SCREENSPLITTER uses a 2708
reprogrammable memory as its character
enerator. Turn on the character's

F - -]

time

wink” bit in the 2708. and presto!

Frills, you say? Wo, thrillsi Just take a look in the
window up there .~ to see how SCREENSPLITTER puts these
ruw materials to work in the onboard 1K Window Packagega
{that back there — is the cursor character).

PARTIAL

= FUNCTION-~ s---- POINTS OF INTEREST ----
SUMMARY '

INIT() 1® Entire hardware/software system on a

. 8 single, high-quality S-109 buss com-
OPEN (W, X, Y, DX, DY) ! pacible board.
CLOSE (W)

Drives a 10mhz or better TV monitor

FLASH (W) via standard 75 onm coaxial cable
FRAME {W) (supplied).
UNFRAME (W) 4K static RAM -2114's- display buffer

LABEL (W, STRING)
SCROLL(W.N)
CLHRSORCHAR{W, CHAR}
CURSORPOS{W. X, Y}
PRINT (M. STRING)
PRINTCH{W, CHAR}

Window Package software.

rion with 4mhz CPU's.

PLOT{W,X,Y.CHAR)
MOVEWINDOW (W, X, ¥)

[ L L L L L P P T T T TR T

(via 16 pin socker).

mmeemeeaeeceas WHAT YOU GET -mo---nceceon

® Complete SCREENSPLITTER Kit, with all IC's, low profile
sockers, preprogrammed Window Package EPROM, asseobly
instructions

# Conorehensive Theory of Operation Manunal

® Conplete source-code listing, and User's Manual for the
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: Window Fackage

» @ 90 dey warranty on parts and laber

g===--=~---ORDERING INFORMATION-ccvecaeua

1. Tell us for which 8K boundary you would like your Win-
dow Fackage assembled.

Z. Tell us whether you want the scientific symbols., or
rhe graphics characters in ASCII eodes 0-31 of your
character Renerator,

3. Send us a personal check, Master Charge or BAC/VISA
number and expiration date. XKie price 1s $295, Assem-
bled, $3B5. (Virginia residents please add sales tax.)

4. We will send you the SCREENSFLITTER, postpald (in the
continental U.5.) from stock to &0 days.

Circle 70 on inquiry card.

is memory-mapped into your CPU's
address space for fast, convenient
access if you ever need to bypass the

® User-selectable walr srate for opera-

1K onboard 2708 is jumper changeable

BACKSPACE {W) to a 2X 2716 for user extensions to

CLEARLINE (W) the Window Packape.

CLEAR (W) ® Board presents one TTL load to host,
20 TTL load i

BLANKLIHE (1, COUNT) ‘;Z;J’ﬂ;;;g"“ oads via

COMPLEMENT (W)

¢ Provisions for jumpering TV dara. sync,
blanking off board for exrernal mixing

Pl e
The Wind
ow Packa
ge's aur
o-format
ter does
n't care
how ski
nny your
windows
atre (it
‘11 hack
vouyr te
xt down
to one ¢
olumn 1if

you can
stand {
t

+
+
+ + +
+ o+t
o
the
PLOT (W,
VO

XY,
thickena

40 LINES
86 CHARACTERS/ LINE

ONBOARD WINDOW SOFTWARE
FOR CONTROLLING UP TO 50
LOGICALLY INDEPENDENT WINDOWS

--THE CARE AND FEEDING OF WINDOWS -~

OX. You have just powered on. Initialize the Window Pack-
age and turn on your first window:

INIT()
OPEN(1,10,1%,20,30)

How, just to flex your birs, give
the user a wale-up flash (a brief
figure-ground reversal inside the
windou) :

window 1

FLASH(L)

Now that you have his attention. go ahead and frame the
window (you don't have to, of course):

FRAME(1)
and, while you're at {c, and ser the scroll line
count:

label 1z,

LABEL(1."General 1/0')
SCROLL(L.5) (i.e.. when the window
fills up, popn it wp §
blank lines)

Just to keep hio interested. switch the cursor character
from the default carec to rthe winking carec:

CURSORCHAR(L, & )

Now thar he's all excited, eyes bulging from rthe inirial
flash, transfixed by cthe hypnotic winking cursor, hit him
with some text through window 1:

PRINT(1."l hate to tell you this, William, but
last night the kids wired that chair
you're sitting in with 110 volrs AC.'™)

Now (this'll really kill him), open & second windew to
the right:
OPEN(2,10,50.5,20)

FRAME (2
LABEL(Z,"Will's Will")

and print out a second message through this new window.

PRINT(2,"Please type your last will end vestament.'}
Now, of course, you echo his input through window 2,
relying on the default scrolling of 1l-line “pop-up” when
the window fills up.

And on, and on...

cemcmmc--a= SOME APPLICATIONS--===ceccacn

1. You have a BASIC program. Open a number of windows,
giving each important subroutine in the program ics
own window. When your program runs, you get a two-
dimensional feel of the flow of the execution - flur-
ries of activity here, brief flashas there. You can
have the feeling of being able to converse with each
subroutine individually'

2. Yeu have a page-oriented text editor. Pick up a para-
graph here, a paragraph there, isolating each in ftrs
own window while you rummage through the main rext in
its own large window. Using the MOVEWINDOW function,
you can move blocks of text around to produce & final
layout

3. You have an assembly language debugger. Allacate one
window to the real-time clock, another ro the run-time
clock, and several more to display variocus registers
in your 8080 or 280. Then, you can keep the debugging
information separate from your program's I1/0, with rhe
debugging information continually presenc.

4. You have some fancy pames. Give each player his own
window and define some “‘cormunity windows." Let your
imagination teke over'

PS: Uatch for aur full graphics board, also with irs om-
board sofrware... Coming soon'

Micro Diversions, Inc.
7900 Westpark Drive, Suite 308

Mc Lean, Virginia 22101

(703) 827- 0888

DEALER INQUIRIES INVITED
EVALUATION KITS AVAILABLE

pr---m
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Listing 1: This program simulates the vertical and angular motion of a boat in
response to seq waves. Because it involves a lengthy summation, itisinherently
slow. { have, therefore, used only the second order predictor corrector formu-
las, and have employed a large step size. Readers who want more accuracy
and who can afford to wait for results should implement the fourth order
equations presented in my previous article on automotive applications
{December 1977 BYTE, page 112). They should also increase the number of
“bottles' used to describe the hull, and decrease the step size.

It should afso be noted that the program does not simulate the viscous
damping action of the water. As a result, if you are unfortunate enough to
specify a resonant frequency of the hull as the wave period, the boat will
appear to leap out of the water. While this result is obviously erroneous,
it will highlight a design to be avoided.

@ REM SHIP MOTION SIMULATION

@ REM DESCIBE HULL CROSS SECTION

1 REM X IS DISTANCE FROM CG TO CENTER OF BOTTLE

2 REM ¥ 1S LENGTH OF BOTTLE BELOW WATER AT EQUILIBRIUM
8 DIN X(18)>,Y<1@)

8 DATh 0.085,0.5,0.15,0.49,0.25,0.47,08,35,0,45,0,45,0,42
8 DATA 8,55,0.39,0.65,8.36,9.75,0.31,8.85.0.27,0.95,8.22
168 FOR J=1 7O 10

170 READ XC(J),¥(J)

180 HEXT J

égg REE gEEIBUDYhNgY FACTOR; "BOYTLE AREA"XDENSITY¥3.8
g?g ﬁﬁs COMPUTE MASSC(M) & MOMENT OF INERTIA OF CRUSS SECTION
211 1=0

212 FOR J=1 70 10

214 Mi=B-2.8LY(J>

216 R=H+Nl1%2

218 I=I+H1%X(J>%2

220 HEXT J

230 REM SET SEA STATE: HEIGHT(H),LENGTHC(L)>.PERIOD(P>

240 H=0.2

25a L=%

p=2
270 REM INITIALIZE INTEGRATION VARIABLES
2688 bATH 9,9,0,0,0,0,0,0,0,0,0,08,8,0
298 RERD 2,21,U,U1,A,A1,R,R1,6401,CyC1,T
308 REM IMITIALIZE STEP SIZE AND PRINT INTERUAL
318 D=B.1
315 Kxa
328 Ki=8,1-D
321 PRINT “TIME:«SEC) UERTICAL FOSITIONCH, ANGULAF POSITIOM(DEG)"
330 REN SUM FORCES AND MOMENTS ON THE "BQTTLES™
349 GOSUB ced
345 PEM PRECICT VERTICAL MOTION
346 REM &1, 2 ARE ACCELERATION.SPEED. AND POSITICON
358 Al=F ‘M-9.8
36 U=U1+D%A1
3ITe 2=21+Dxul
375 REM PREDICT ANGULAR MOTION
376 REM C.0,P ARE ACCELERATIOH,SPEED. RND POSITIONM
338 C1=6-1
39y 0 01+o»c1
4980 R=R1+DX0O
418 REM SUM HEN FORCES RHD MOMENTS FOR COFRRECTOR FORMULAS
420 K=K+]
430 T=T+D
449 GDSUB 698
445 REM CORRECT VERTICAL MOTIONM
458 A=F-M-9.8
468 U=U14D/2X(A+A1D
478 2=2140/22CY+U1
475 REM CORRELT AHGULAR MOTION
480 C=G-1
498 @=Q1+40/2%1(C+Cl>
S88 R=R1+D-2%¥(0+Q1»
H PREPARE FOF NEXT STEF

C‘!

=R

T+Z,R257.296

R
u
2
930 0
1
P
1 8 THEN 340

E
1
i Z
i Q
3!

F K<
RIN
FT

K1 THEH Z48
INT
1

STOP
5008 ?Eg CALCULARTE AND SUM FORCES AND MOMENTS ON "BOTTLES"

640 (=0

668 FOR J={ 7O 18

665 REM POSITIVE HALF OF HULL 15 GIVEN

666 REM W 1S UERTICAL POSITION OF WATER SURFACE AT BOTTLE J
667 REM Wl IS LENGTH OF BOTTLE BELOW WATER SURFACE

668 H=H 2XSIN(6.28318K(T P+X(Jy-L>"

669 HI=Y(J)-Z-SINCRIXX(II+M
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manner. The hutl can now be described by
a table of Xs and Ys. The Xs represent the
distances from the center of gravity to the
center of each bottle. The Ys represent the
lengths of each bottle below the waterline
at equilibrium. Now, instead of making a
series of calculations for one or two bottles,
we make them for many. Just as before, the
sum of the forces influences the vertical
motion of the center of gravity, and the
sum of the moments influences the angular
motion around the center of gravity.

We now have an effective method for
dealing with distributed forces. We simply
divide the area over which the force acts
into small segments. Within each scgment,
we neglect the distribution and calculate a
discrete force and moment. Finally, we
sum the force and moments to find the
effects on the linear and angular speeds.

| have included a BASIC program with
this article to illustrate the technique as
applied to our boating example. With the
data supplied, it computes the rolling
motion of the hull cross section pictured
in figure 3. Boating enthusiasts will be able
to insert some other hull cross sections (deep
vee, trihull, etc) in the data statements and
compare the response to the sample sea
states. If lateral (side to side} sections are
used, the program will simulate rolling
motion. If longitudinal (fare and aft) sec-
tions are used, the program will compute
pitching motions. Interested readers should
be able to extend the program to include
three dimensional boat models and simulate
both angular moticons simultaneously.

With the inclusion of techniques for
handling distributed forces and combined
angular and linear motion, your collection
of software tools for simulating motion is
fairly complete. When using these tools on a
persanal computer, you should try above all
to limit the scope of your simulations.
Determine which motions really interest you
and neglect or restrict the others. Divide the
simulation into degrees of freedom, pref-
erably three or less if your program is to
execute with reasonable speed. Compute
each force and moment individually, then
apportion and sum them within the degrees
of freedom. Finally, step the velocity and
the position into the future. Use a small
step size in your early runs, 0.01 seconds or
less. Increase it to save run time only as long
as your results do not change significantly.
Following this procedure, and using the
BASIC programming examples | have pro-
vided as a guide, you should be able to find
some interesting new applications for your
personal computer.
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Photo 1: A general view of the authors’ light pen and interface circuit. The
pen itself was made from a fairly standard marking pen with a photo diode
mounted at the tip. A length of shielded cable runs from the diode through
the pen body to the miniature phone connector which plugs into the jack on
the circuit board.

Add a $3 Light Pen to Your Video Display

BYTE lMebruary 1978

John Webster and John Young
University of New Brunswick
Audio Visual Services
Kierstead Hall

Fredricton, New Brunswick
CANADA E3B 5A3

The use of a light pen can greatly facili-
tate entry of display characters on your
video display. The layout of complex game
boards, charts and graphs, or character
editing can be accomplished more quickly
and easily if you have the ability to add or
delete characters anywhere on the screen
without first having to position the cursor.
This article describes the design and con-
struction of a very inexpensive light pen and
driver program to accomplish this function
with a Processor Technology VDM-1.

The Circuit

Figure 1 shows the light pen circuit
that can be constructed for well under three
dollars. When used with a VOM-1 it requires
no additional 10 ports. Component layout
of the circuit is noncritical. The authors’
prototype was assembled on a small piece
of perforated board and attached to the
VDM-1 board. It could be mounted any-
where in the computer or keyboard en-
closure. A four foot shielded cable con-
nects the photo diode to the other
components through an optional jack.

Any discarded ball point or felt tip pen
may be used to house the diode. Alter-
natively it may be attached to the end of the
cable with heat shrink tubing. The smaller
the diameter of your light pen body, the
easier it will be to use.

Any surplus quality photo diode may be
used as a pickup. If the diode is of the type
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—-I '-—ImS APPROX

SHIELDED |
PHOTO

CABLE AND : 16 1m54j
DIODE SLUG S IAEK +5V (FROM VOM-1)

S 1 BK
4

QUTPUT

TQ SINGLE BIT
COMPUTER INPUT

ECG 1234
OR EQIVALENT

GND (FROM VvOM-1}

Figure 1: This fairly simple circuit transforms light from the video monitor
output into a TTL signal which can be monitored by a program such as that
shown in figure 2 and listing 1. A typical oscilloscope waveform of the otit-
put is shown in the figure.

mounted in a plastic lens, a fine file and
emery cloth may be used to flatten the end
and provide a narrower angle of acceptance.

When you have constructed the circuit,
use an oscilloscope to monitor the output
as you pass the pen across a television
screen. A white area should produce an out-
put as shown in figure one. A dark area
should produce a 5 VDC level. Sensitivity
can be adjusted by using the brightness and
contrast controls on your television.

Once you have a satisfactory output, the
circuit may be wired to the VDM-1. The
output of the circuit is connected to pin 14
of 1C39 on the VDM-1 board. This is an
input to a spare three state buffer on the
status port.

Then connect pin 13 of 1C39 to pin 9 of
1C39. This hooks the output of the three
state buffer to data bit DI7. The output
signal from the light pen will now appcar
on DI7 when an input lrom status port C8
is performed.

Program Design

The light pen circuit will produce a nega-
tive output whenever a white screen area is
sensed. This condition may be used by
appropriate software to locate the pen's
position on the 16 by 64 grid of the VDM-
1’s display.

First, the top line of screen information is
stored away and white cursors arc written

into all 64 positions of this line. The display
is then scrolled so that this first linc appears
at the bottom of the screen and the rest of
the screen is blanked. This is done by out-
putting hexadecimal FOQ to the VDM-1's
status port {hexadecimal C8).

The display is then scrolled upward one
line at a time until an output from the pen
is sensed indicating the proper line. Each
time the value output to the status port is
modified to scroll up one line, the status
port value is also saved on the stack. As soon
as the proper line is located, this status word
is retrieved and decoded to find the actual
unscrolled beginning of line address of the
line the light pen is on. This decoding is
achieved through a puzzling series of left
rotations and additions in the BINGO
section of the program. The resultant be-
ginning of line address is then stored at
locations hexadecimal ED and EH for future
reference.

Black is now written over the white
line, position by position, until the output
from the light pen disappears indicating the
location of the pen. The value in register L
now indicates the displacement from the
beginning of the line. The values in hexa-
decimal ED and EE are then recalled and L
is added to the low order byte to produce
the final H and L values for the light pen
positicn. The information stored from the
first line is returned to the screen and data





http:Kit-$12.65
http:WW100-$20.00
http:GP100-$20.00
http:1,100.00
http:board-$1,055.00




Is your career growing
as fast as ours?

NET SALES 254 7
tMillions ot Dollars)

EARNINGS PER SHARE
{In Dollars

288

1973 1974 1975 1976 1977
(1977 Fiscal Year)

New Products Engineers
(Analog and Digital)

Your responsibilities will in-
clude new product introduction
of state-of-the-art processors,
peripherals and controliers to
our Systems Integration Divi-
sion. A BSEE degree or the
equivalent is required with a
minimum of 3 or more years of
related experience.

Diagnostic Programmers
You will design. code and
debug assembler language
programs for fault isolation, to
the chip level, in digital sys-
tems. You will also write func-
tional level system exercisers
for stand-alone and disc-based
real-time operating systems.
A technical degree or the equiv-
alent experience is needed,
together with a thorough under-
standing of digital system
hardware. Hardware trouble-
shooting experience and 3 or
more years' programming
experience, preferably in
diagnostics is very desirable,
especially with strong assembly
language skills.

Test Engineers

You will be responsible for
PCB test engineering support
for digital products such as
CPU’s, memories and options.
Experience is required in
solving engineering problems
as they relate to test equipment,
diagnostics. test philosophy
and component fault isolation.
You will also initiate and imple-
ment improvements to the
testing process and equipment,
and provide coordination for
the introduction of new prod-
ucts into production. A BSEE
degree and two or more years'
experience in PCB test or
Test Equipment Design.

Manufacturing
Engineers

You will be responsible for
providing floor support in the
PCB assembly area. ABSME,
BSIE or the equivalent with
3years’ experience in Manufac-
turing Engineering is required.
A knowledge of auto-insertion
equipment assembly technique
and soldering equipment is
helpful.

To apply for one of the
above positions mail your

resume to Tom Aldrich.

To apply for one of the
above positions mail your
resume to Rene Santini.

1973 1974 1975 1976 1977

‘Adjusted 1o reflect a 3-for-1 stock split eflected in the
form of a 200%s stock dividend declared in February 1973

Senior Systems
Technicians

This position requires at
least 3 years' experience, mini-
mum. and an ASEE degree or
its equivalent. Your background
should include familiarity with
CPU memory, moving head
disks and related peripherals.

Special Systems
Technicians

You will be working closely
with the Special Systems Engi-
neering Department in the
design of non-standard com-
puter products. A minimum of
3 years' experience and an
ASEE degree or its equivalent
is necessary.

To apply for one of the
above positions mail your
resume to John Prendergast.

Data General Corporation,
Route 9, Southboro, MA
01772. Data General is an
equal opportunity employer,
M/F.

¢vDataGeneral
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SWEETS for KIM

ENERG LDY #10
JSR WAIT
LDY #
STY PORT
RTS

WAIT LDX #1200

LOOP DEX
BNE LOOP
DEY
BNE WAIT
RTS

SET UP FOR 10 MSEC DELAY
LOOP FOR THAT LONG

SEND 0'S TO OUTPUT PORT

TO TURN OFF MAGNET CURBENT
RETURN TO CALLER

NC. TIMES THRU INNER LOOP
DECREMENT INNER LOQP COUNT
LOOP UNTIL COUNT IS O
DECREMENT OUTER LOCP COUNT
LOOP UNTIL COUNMT IS O

RETURN TO CALLER

Listing Ta: A segment of 6502 assembly language code used to demonstrate
SWEETS, a Simple Way to Enter, Edit and Test Software. SWEETS is a
small text editor and assembler which operates on hexadecimal code and
which Is designed to fit in the KIM-T's T K byte small memory while leaving
room for the user’s programs. The key sequence for editing is shown in table

1b.

010]010101020102010X0LCI0X6
PEPERREREEOOEE® -

Table Ta: The sequence of keys used to enter the program in listing 1g when
using the SWEETS editor and assembler. The right side of the tuble shows
the resulting LED readout seen at each step. Notice that wit entire instruction

is entered and displayed at one time.
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A Low Calorie Text Editor

Dan Fylstra
22 Weitz St #3
Boston MA 02134

If you would like to experiment with
microcomputers on a limited budget, the
MOS Technology KIM-T1 is an excellent
choice. For $245, it comes preassembled
with, among other things, a 6502 micro-
processor, a read only memory monitor,
an audio cassctte interface, 1 K bytes of
programmable memory, and its own special
peripheral: a 23 key keyboard plus a 6 digit
LED display. The monitor lets you load a
machine language program bLyte by byte
from the keyboard, and once loaded the
program can be saved on tape via the audio
cassetle interface. The KIM-1 manual shows
how you can “hand-transiate’” an assembly
language program into the absolute hexa-
decimal form required Tor keyboard entry,

This is {ine for very small programs, but
the process of hand translation gets rather
tedious affer yvou've assembled a few hun-
dred bytes of code. And, worse, once you've
painstakingly worked out all the subroutine
call addresses and branch displacements
and keyed Lhe whole program in, you in-
variably find that you've forgotten some-
thing. Often, instructions must be inserted
or deleted in the middle of the program,
which throws everything off by a few bytes.

The obvious solution to this problem s
to obtain a text editor and assembler pro-
gram Tor the 6502, But, alas, such a program
probably necds more than the 1 K bytes of
memory provided on the KIM-1, and, more
seriously, it requires an alphabetic charac-
ter terminal device such as a Teletype. What
if you can’t afford the extra peripherals
and memory? Are you doomed to spend
most of your microcomputing hours keying
in the same program over and over again?

Maybe not. Perhaps we can avoid most






A

of the tedium by concentrating on thosc
features of a text editor and assembler
which we really neced. Although we'll be
limited by the KIM-1 keyboard to hexa-
decimal instruction entry, perhaps we can
provide an automatic way to insert and
delete instructions and to fix up all those
subroutine cali addresses and branch dis-
placements. And perhaps by limiting our-
selves to these features, we’ll be able to cram
the “editor and assembler’ into some
fraction of the KIM’s T K of memory.

This is the purpose of SWEETS. SWEETS
is an example of a program invented to fit
an acronym: [t stands for Simple Way to
Enter, Edit and Test Software. If you own
a KIM-1 and have grown tired of absolule
machine language programming, now you
can sltep up to “symbolic hex"! While it's
not as convenient as a real text editor and
assembler, SWEETS can save you z lot of
time and index finger soreness.

SWEETS Functions

Under the control of the KIM-1 monitor,
the 6 digit LED display normally shows you
the address and data ol a single byte of
memory. You can enter dala using the
hexadecimal keys, but this causes the data

Tuble 1b: The procedure used jin SWEETS to locate and delete ani instruc tion,
in this case the superfiuous instruction LDY #0 (A000 in hexadecimal code).

The rest of the program is moved up in memory and the next instruction is

then displayed, as shown.

0200

0202

0205
0208
02098
0208
Q20C
020E
Q20F
0211

AQ
29
8C
60
A2
CA
Do
88
Do
60

oA
a9
00
cs
FD

F8

ENERG LY =10
02 JSR WAIT
17 STY PORT
RTS
WAIT LDX =200
LOOP DEX
BNE LOOP
DEY
BNE WalT
RTS

Listing 16: The absolute hexadecimal form of the program segment showr

in listing 1a after removal of the LDY #0 instruction (see table 16) and

execution of the SWEETS assembler (shown for purposes of comparison
in the format of an ordinary assembler output listing).
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previously in the displayed byte of memaory
10 be destroyed.

Under the control of SWEETS, however,
an entire instruction of one, two or three
bytes in length is displayed on the LEDs at
any given time, An instruction can be
inserted just before the displayed instruc-
tion by pressing the AD key followed by
from 2 to 6 hexadecimal keys. When this is
done, the instruction just entered appears on
the display; the old instruction and every-
thing Tollowing it in the program area have
been moved down to make room. Similarly,
pressing the DA key causes the currently
displayed instruction o be deleted, and
cverything following this instruction in the
program area is moved up to eliminate the
slack space.

Successive instructions can be examined
by pressing the + key, which advances to
and displays the next camplete instruction.
And to go back to a previous point, or to
find an arbitrary point in the instruction
sequence, you can press the GO key fol-
lowed by a two byle {four hexadecimal
digit}) search pattern. SWEETS will scarch
for the f{irst instruction{s) whose initial two
bytes match the search pattern, and then
will display this as the current instruction,

This much of SWEETS can be used by
itself; but so far we're still burdened by the
need to calculate and adjust subroutine call
addresses  and branch displacements. To
{ift this burden, we can use hexadecimal
“labels.” A label is a 3 byte “‘pseudo-
instruction’ with an opcode of hexadecimal
FF. The second byte is the “label number,”
any hexadecimal value, and the third byte
is ignored. A label is inserted in the hexa-
decimal instruction scquence at each poimt
where an alphabetic label appears in a
normal assembly listing. When we key in a
subroutine call, jump, or relative branch in-
struction, we cnter the destination label
number as the sccond byte of the instruc-
tion, in place of a branch displacement or
absolute address. As we insert and delete
instructions, the "“label" pscudo-instructions
move up and down in memory along with
the rest of the code,

When we're ready for a test run of the
edited program, we can use the KIM-1
monitor to exccute the SWEETS “asscm-
bler.” This program removes the label






™MD

QAKEY ADKEY SCAN GOKEY STPKEY
MOVEUR REDEND DETLEN ADVANC
MY OGOWN ADVEND RDEYTE DETLEN LDVANC ROBYTE DETLEN

|

SCAN

DETLEN

SCaN

1

OETLEMN

Figure 1: The subroutine calling tree structure of SWEETS, CMD, the control routine, maintains the LED display and scans
the keyboard for a command key (by means of SCAN) and transfers to one of the four command processing subroutines,
ADKEY, DAKEY, GOKEY or STPKEY. These routines perform the editing functions with the aid of three other subroutines:
DETLEN (which determines instruction lengths), MVDOWN, and MOVEUP (which move portions of edited program down

and up in memory, respectively).
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pseudo-instructions  from the instruction
sequence, and replaces label references in
branch, jump and subroutine call instruc-
tions with the proper branch displacements
or absolute addresses. Then the edited pro-
gram is ready for a test execution. (Since
the test is likely to fail, leading to further
changes in the edited program, we should
always dump the program on the audio
cassette in “symbolic hexadecimal’’ form
before cxecuting the SWEETS assembler.
Then we can reload it later, replacing the
program in memory which has been con-
verted to absolute machine language.)

As an example, suppose that you wished
to enter the program segment shown in
listing Ta, which is taken from an earlier
BYTE article of mine (see '‘Selectric Key-
board Printer Interface,” June 1977 BYTE,
page 46). Table la shows the keys you
would press and the resulting instructions
displayed on the LEDs by SWEETS. You
might then notice that the instruction
LDY #£0 is superfluous after the call to
subroutine WAIT, so you would search for
and delete this instruction as shown in
table 1b. Finally you would execute the
SWEETS assembler, leaving the contents
of the program area as shown in listing 1b,

Of course, we will pay some penalty for
use of these features of SWEETS, since we
will have less memory available for the
program to be debugged while SWEETS
itself is loaded and running. But larger

programs usually can be divided into seg
ments, and loaded, “assembled,” and de-
bugged that way. Also, since the SWEETS
hexadecimal editor and assembler run
separately, we can conserve memory space
by loading the assembler from tape when-
ever we want to use it, overlaying the
editor in memory and reloading it from
tape in a similar way when we need it again.

Although SWEETS is a useful tool in
its present form, you will undoubtedly want
to customize it for your own purposes. But
to customize SWEETS you’ve got to under-
stand exactly how it works, so let's take a
lock at the overall design of SWEETS
before puzzling over its realization in 6502
assembly language.

The SWEETS Editor

The subroutine calling trec in figure 1
gives you a guick, ‘‘top-down’’ overall look
at the SWEETS editor. CMD, the control
routine, maintains the LED display and
scans the keyboard for a command key
{using SCAN) and then transfers to one of
the command processing routines: ADKEY,
DAKEY, GOKEY and STPKEY. These
routines perform the editing functions with
the aid of three critical subroutines: DET-
LEN, which determines the length of an
instruction in bytes based on its opcode;
MVDOWN, which moves a portion of
the edited program down in memory to
make room for an inserted instruction;






Figure 2: Three 16 bit
pointers are used to man- BE?AD
age the edited program :
area. BEGAD points to the 1
beginning of the program ¢
area; ENDAD points to CURAD pg'o?ﬂM
the location immediately ; AREA
beyond the end of the i >
program area, and CURAD 1
points to the currently
displayed instruction. ENDAD
b
1
; SET CURAD = BEGAD
1780 A5 EO BEGIN LDA BEGAD LOW-ORDER BYTE
1782 85 E4 STA  CURAD
1784 A5 E1 LDA BEGAD+1 HIGH-ORDER BYTE
1786 85 E5 STA  CURADH
1788 60 RTS RETURN TO CALLER
: CURAD = CURAD + BYTES, COMPARE TO ENDAD
1789 18 ADVANC CLC CLEAR CARRY
178A A5 E4 LDA CURAD LOW-ORDER BY.TE
178C 65 E8 ADC BYTES
178E 85 E4 STA  CURAD
1790 A5 ES LDA CURAD+ HIGH-ORDER BYTE
1792 69 00 ADC #0
1794 85 E5 STA  CURAD+1
1796 C5 E3 CMP ENDAD+1  COMPARE HI-ORDER
1798 30 04 BMI  ADRET
179A A5 E4 LDA CURAD
179C C5 E2 CMP  ENDAD COMPARE LO-ORDER
i{79E 60 ADRET RTS RETURN TO CALLER
;ENDAD = ENDAD + BYTES
179F 18 ADVEND CLC CLEAR CARRY
17A0 A5 E2 LDA ENDAD LOW-ORDER BYTE
17A2 65 E8 ADC BYTES
17A4 B85 E2 STA ENDAD
17A6 90 02 BCC  ADRET1 CHECK CARRY
17A8 E6 E3 INC  ENDAD+ INCREMENT HI-ORDER
17AA 60 ADRET1  RTS RETURN TO CALLER
; ENDAD = ENDAD — BYTES
17AB 38 REDEND  SEC SET CARRY
17AC AB €2 LDA ENDAD LOW-ORDER BYTE
17AE E5 EB SBC  BYTES
17B0 85 E2 STA  ENDAD
1782 BO 02 BCS REDRET CHECK CARRY
1784 €6  E3 DEC  ENDAD+1 DECREMENT HI-ORDER
1786 60 REDRET RTS RETURN TO CALLER

Listing 2: Four utility subroutines used by SWEETS to manipulate three
16 bit pointers which point to the beginning of the program area, the loca-
tion fust bevond the end of the program area, and the currently displayved
instruction.
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and MOVEUP, which moves a portion of
the program up in memory Lo eliminate the
empty space created when an instruction
is deleted.

The cdited program arca is managed with
the aid of threec 16 bit pointers: BEGAD,
which points to the beginning of Lhe pro-
gram area; ENDAD, which points just
beyond the end of the program area; and
CURAD, which points to the currently
displayed instruction. This layout is shown
in figure 2. Whenever a new instruction
becomes the ‘‘current” one, subroutine
DETLEN is called fo determine its length
in bytes, and this value is saved in the
variable BYTES.

The most basic functions we neced in
SWEETS are some utility routines to
manipulate these 16 bit pointers on an 8
bit machine such as the 6502. The rou-
tines we need are shown in listing 2. The
most important onc is ADVANC, which
advances the current instruction pointer
CURAD to the next instruction, and tests
to see if the end of the program area has
been reached. As we shall see later, STPKEY,
the command processing routine for the
+ key, is basically just a call to ADVANC.

Another basic function is the subroutine
DETLEN, which we've already mentioned.
[t is shown in listing 3. The logic of Lhis
routine clearly depends on the system of
encoding opcodes on the 6502: in most
cases (DETLEN tests for the exceptions),
the low order hexadecimal digit of the
opcode tells us the instruction length. For
example, all opcodes of the form x5 rep-
resent two byte instructions, while all
opcodes of the form xC represent Lhree
byte instructions.

The heart of the SWEETS editor lies
in the subroutines MOVEUP and MYDOWN,
which are shown in listings 4a and 4b. The
main concern in these routines is that we
must be careful not to move a byte up or
down to a location which contains another
byte that will be moved later. For MOVE-
UP, we must move bytes starting at CURAD
and proceeding down to ENDAD, while
for MVDOWN, we must move byles in the
opposite direction, as shown in figure 3.

So far we haven't faced the issue of how
to control our one and only peripheral,
the KIM-1 keyboard and LED display.






=0
(CURADLY PICK UP OPCODE
#1 ASSUME LENGTH IS5 1
=0 TEST FOR 'BRK'
DETERM
# 840 TEST FOR 'RTI"
DETERM
= $60 TEST FOR "RTS”
DETERM
%3 ASSUME LENGTH IS 3
# $20 TEST FOR "J5R’
DETERM
#8$1F STRIP TO G BITS
#8109 TEST FOR ABS, Y
DETERM
# B0F STRIP TO 4 BITS

TO TABLE INDEX
LENTB, X LENGTH FROM TABLE
BYTES SAVEIN ‘BYTES’

RETURN TO CALLER

BYTEZ2,22,1,2221

BYTE1,2,1,1,3,33.3

Listing 3: DETLEN, a 0080 A0 00 DETLEN LDY
; ; 0082 B1 E4 LDA
sufarouttrre wh:fch deter 0084 AG O DETLNT LBV
mines instruction length 0086 9 0o CMP
based on op code. oogg  FO 19 BEQ
008A CB 40 CMP
008C FO 15 BEQ
Q08E (8 60 CMP
0090 FO 11 BEQ
0092  AD 03 LDY
0094 8 20 CMP
0096  FO 0B BEQ
o0g8 29 1F AND
00g9s C9 19 CMP
Qpac  Fo 05 BEQ
OO9E 29 OF AND
QOAD  AA TAX
0D0A1 B4 AB LDY
00A3 B4 E8 DETERM STY
Q0AS  BD RTS
ooAas 02 02 02 LENTB
o0AZ 01 02 02
00AC 02 01
00AE M 02 o1
oog1 01 03 03
00B4 03 03
1787 A5 E4 MOVEUP LbA CURAD START MOVE FROM
17B8 85 E6 STA MOV AD BEGIN OF PROGRAM
17BB A5 ES LDA  CURAD+H SEGMENT (CURAD)
17BD 85 E7 STA MOV ADH
17BF A4 E8 UPLCGOP LBY BYTES AMOUNT TO MOVE
17C1  B1 E6 LDA {MOVAD},Y FETCHBYTE
17C3  AQ 00 LDY #0
17C5 91 E6 STA {MOVAD)Y STOREBYTE
17C7 A5 EB LDA  MOVAD CHECK FOR
17C9  AB E7 LDX MOVAD+1 END OF MOWVE
17CB  CH E2 CMP ENDAD LOW-ORDER BYTE
17CD DO 04 BME INCMOV
17CF E4 E3 CPX ENDAD+1  HIGH-ORDER BYTE
1701 FO 02 BEQ MVURET
17D3 EB E& INCMOV INC MOV AD INCREMENT LO-ORDER
1705 OO0 E2 BME UPLQQOP
1707 E6 E7 INC MOVAD+1 {NCREMENT HI-ORDER
17D BB CLV
17DA B0 E3 BVC UPLOGP BACK TC MOVE MORE
17DC 60 MVURET RTS RETURN TQ CALLER
00B6 A5 E2 MVDOWN LDA ENDAD START MOVE FROM
00B8 85 E6 STA MOV AD EMND OF PROGRAM
00BA A5 E3 LDA ENDAD+] SEGMENT {ENDAD)|
Q0BC 85 E7 STA MOV AD+H
DDBE AD 00 MVLOOP LDY #0
o0Co0  B1 EB LDA  {MOVADLY FETCHBYTE
00C2 A4 EB LDY BYTES AMOUNT TO MOVE
00C4 91 E6 STA {MOVAD}Y STOREBYTE
00Ce  AB EG LDA MOVAD CHECK FOR
ooc8 AB E7 L.DX MOV AD+] END OF MOVE
00CA C5 E4 CMP  CURAD LOW-ORDER BYTE
0aCC DO 04 BME DECMOV
QOCE E4 ES CPX CURAD+1 HIGH-ORDER BYTE
00DC FO 0D BEQ MVDRET
o0D2 38 DECMOY  SEC SET CARRY
0003 E9  Of SBC  #1 DECREMENT LO-ORDER
00Ds5 85 E6 5TA MOV AD
00D7 8A TXA
00D8 E9 00 SBC  #0 DECREMENT HI-ORDER
00DA 856  E7 5TA  MOVAD+H
ooDC BB CLV
00DD 50 DF BVC MVLOOP BACK TO MOVE MORE
CODF 60 MVDRET RTS RETURN TO CALLER
Listings 4a and 46: Subroutines MOVEUP and MVDOWN, which form the
heart of the SWEETS editor. MOVEUP moves a given program segment
starting at address CURAD and ending at address ENDA D upward in mem-
ory (toward decreasing addresses}) by the amount stored in BYTES, MV-
DOWN performs the same operation downward by the amount stored in
BYTES,
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Fortunately, several routines are provided
for this purpose in the KIM-1 monitor; the
source listings for these routines are available
on reqguest from MOS Techneology. In the
SWEETS assembly code listings, we have
underlined references to KIM-1 monitor
subroutines and variables for easy identi-
fication. We will use the KIM-1 subroutine
SCAND1, which lights up the LEDs momen-
tarily and checks to sce if a key is pressed,
and the subroutine GETKEY, which returns
a numeric value in the accumuliator telling
us which particular key has been pressed.

The six LED digits display the contents
of three successive bytes in memory, de-
noted POINTH, POINTL and INH in the
KIM-1 monitor. Unfortunately, the order
of these bytes is the opposite of the normal
order of the bytes in an instruction in
memory, so we must reverse the order as
the first step of our subroutine SCAN
{listing 5). The main additional complica-
tion in this routine is the need Lo 'debounce”
the keyboard’s bare contact switches in
softwarc. Since SWEETS performs its
opcrations so guickly relative to a mechani-
cal eveni, the key from the last operation
invariably is stift pressed when we come
back to the keyboard looking for the next
command. Also shown in listing 5 is sub-
routine RDBYTE, which cails SCAN to read
two successive hexadecimal digits from the
keyboard.

With all of this machinery in place, the
Lop level logic is straightforward. The con-
trol routing, CMD routine, and the com-
mand processing routines are shown in
listings 6a, 6b and 6¢. The mosl complicated
of the processing routines is ADKEY. i
determines how many bytes to read for the
inserted instruction, and displays cach byte
as it is entered; then it copies (in reverse






0100

0103
0105
0107
0109
0108
arac
0100

010F
0112
0114
o1?
givig
o11c
011E
ok gl

0122
0124
0126
G128
0128
012E

012F
0132
0134
0136
a3y
0138
01338
013A
013C
013F
0149

0143
0145
0147

OF
10
11

Figure 3: Correct

pro-

cedures for moving pro-
grams in SWEETS. Figure
3a shows that the upper-

mas!t

focation
moved first

whern

must  be
trans-

ferring a section of pro-
gram upward. Otherwise,
some flocations could be
inadvertently  destroyed.
Figure 3b shows the anal-
ogous situation for a down-
ward movement of code,

0Q

17
1F

01

01

SCAN

JSR

CURLD

fa/

ENDAD

CURaD

{5}

ENDAD

DETLEN

DETERMINE LENGTH

; COPY INSTRUCTION TO DISPLAY AREA,
, REVERSING ORDER OF INSTRUC. BYTES

SCOPY

INSTRUCTION BYTE
TO DISPLAY AREA

. LOGIC TO 'DEBOUNCE" KEYBOARD CONTACT

SCANT
SCAMNZ

WAIT UNTIL LAST
KEY 1S RELEASED

WalT FOR NEW KEY
BUT REJECT NTTER

GET CODE FOR KEY
RETURM TQ CALLER

; SET UP PARMS AND CALL KIM-1 DISPLAY SCAN

SCAN3

LDY =0
LDX  BYTES
LDA  (CURAD)Y
STA  INH-1,X
INY

DEX

BNE  SCOPY
JSR SCAN3
BME  SCANI
JSR SCAN3
BEQ  SCAN2
JSR SCAN3
BEQ  SCAN2
JSR GETKEY
RIS  ~—
LDY  BYTES
LOX =9
LA = §7F
STA  PADD
JSA SCAND!
RTS

SET UP DATA DIRECT
CALL KIM-1 ROUTINE
RETURM TO CALLER

. RDBYTE READS TWO HEX DIGITS, RETURNS BYTE
; WALUE IN ACCUMULATOR, IF A NON-HEX DIGIT

; KEY 15 PRESSED, IT RETURNS THE KEY CODE

; INTHE ACCUMULATOR AND N FLAG = Q

RDBYTE

RORET

JER
CMP
BPL
ASL
ASL
ASL
ASL
§STA
JEA
CMP
BPL
ORA
LDX
RTS

SCANY
= 810
RDRET

GET FIRST KEY
ISIT A HEX DIGKT?
NO, RETURN
SHIFT OVER 4 BITS

SAVE FIRST DIGIT
GET SECOND KEY
ISIT A HEX DIGIT?
NG, RETURN

SET N FLAG = 1
RETURN TO CALLER

Listing 5: Subroutines SCAN and RDBYTE. SCAN displays the instruction
at location CURAD, scans the keyboard for a depressed key, and places the
code for that key in the accumulator. RDBYTE calls SCAN to read two
successive hexadecimal digits from the keyboard.
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order) the new instruction bytes from the
display to the program area. I vou've under-
stood everything so far, you should have
little trouble following the code for these
top level functions. More important, once
you're familiar with the basic SWEETS
design, vou can easily add customized top
level routines of your own.

The SWEETS Assembler

None of the coditor routines just dis-
cusscd were concerncd with the processing
of the hexadecimal *labels’” described
earlier as one of the features of SWEETS.
This is because, as far as the editor is con-
cerned, a label is just another 3 byte instruc-
tion. Labels take on a special meaning only
when the SWEETS assembler is invoked.

The assembler operates in two passes over
the program area. On the first pass, the
assembler searches for “instructions’’ with
an opcode of hexadecimal FF (the labels).
When one is found, the second byte of the
instruction {the label number}) is moved
to the end of the program area, and the
current instruction address is also deposited
there {figure 4a). The label instruction is
then deleted using MOVEUP to take up the
stack space. This process continues until
all of the labels have been removed and
stored in the ''symbo! table” at the end of
the program area (figure 4b). Since the
labels are (by design) three bytes long, we
gain the space for the symbel table when






(a)
0148 20 2°F O GOKEY JSR ROBYTE GET FIRST BYTE
0148 0 28 BPL GEMD OF SEARCH PATTERN
014D 85 FB STA POINTH SAVE IN DISPLAY
O14F 20 2F 01 JSRA ADBYTE GET SECOND BYTE
0152 10 21 BPL 3CMD OF SEARCH PATTERN
0154 85 FA STA POINTL SAVE IN DISPLAY
0186 20 80 17 JSA BEGIN CURAD := BEGAD

; LOOP SEARCHING FOR 2-BYTE MATCH

0159 AC 00 GOLOOP LDY =0
0158 Bt  E4 LDA  {CURADLY  COMPARE 15T BYTE
0150 C5 FB CMP  POINTH AGAINST PATTERN
015F Do 07 BNE GONEXT
0161  C8 INY
0162 Bl E4 LDA  (CURAD)Y  COMPARE 2ND BYTE
0164 C5 FA CMP  POINTL AGAINST PATTERN
0166 FO QA BEQ €MD MATCH_ NEXT CMD
0168 20 B0 QO GONEXT  JSR DETLEN DETERMINE LENGTH
0168 20 89 17 JSR ADVANC ADVANCE TO NEXT
OI6E FO 15 BEQ  ERROR MATCH NOT FOUND?
0170 DO E7 BNE  GOLOOP CONTINUE SEARCH

(6)
0172 200 00 O cMD JSR SCAN WAIT FOR A KEY
0175 €9 10 GCMD cmp +$10 TEST FOR VARIOUS
0177 FO 28 BEQ  ADKEY COMMAND KEY CODES
0179 €@ 1 cmP =811
078 FO  1E BEQ DAKEY
0170 €8 12 cmP :$12
17F FO 13 BEQ  STPKEY
0181 €3 13 cMP =513
0183 FO  C3 BEQ  GOKEY
0185 A9 EE ERROR LDA = SEE OPERATOR ERROR.
0187 85 F9 sTA INH SET UP HEX 'EE’
0189 85 FA STA POINTL IN DISPLAY AREA
C1BB 8 FB STA POINTH
018D 20 IF 1F ERR1 JSR SCANDS CALL KIM-1 ROUTINE
0190 DO FB BNE ERA1 UNTIL KEY RELEASED
0182 FO  DE BEQ  CMD

: STPKEY ADVANCES TO THE NEXT INSTRUCTION

0194 20 89 17 STPKEY JSR ADVANC ADVANCE TO NEXT
0197 10 EC BPL ERROR CHECK FOR ADVANCING
Q188 30 b7 BMi CMOD PAST END OF PROGRAM

: DAKEY DELETES THE CURRENT INSTRUCTION

0198 20 B? 17 DAKEY JSR MOVEUP MOVE UP REST OF PRQOG
DI9E 20 AB 17 JSR REDEND ADJUST ENDAD UPWARDS
O1A1 BE CLv
01A2 50 CE BvVC cMD
fc)

;. READ QPCODE, DETERMINE INSTRUCTION LENGTH
oa4 20 2F [1}] ADKEY JSA ROBYTE ACCEPT OPCODE UNLESS
O1AT 10 cc BPL GCMD NON-HEX KEY PRESSED
01A3 B85 FB STA POINTH SAVE IN DISPLAY
QtAaB 20 B4 [¢]v] JSA DETLN1 DETERMINE LENGTH

: READ REST OF INSTRUCTION INTO DISPLAY
O1AE 84 EA STY COUNT SAVE LENGTH
01BD C6 EA DEC COUNT
D182 FO i2 BEQ ADSET 1-BYTE INSTRUCTION
o184 20 2F 01 JSR RDBYTE READ SECOND BYTE
Q187 10 8C BPL GCMD NON-HEX KEY PRESSED
01B9 85 FA STA POINTL
0188 CB EA DEC COUNT
Q18D FO 07 BEQ ADSET 2-BYTE INSTRUCTION
018F 20 2F m JSR RDBYTE READ THIRD BYTE
01C2 10 B1 BPL GCMD NON-HEX KEY PRESSED
0i1C4 85 FO STA  INH

;. MOVE CODE DOWN TG MAKE RQOM
Qi1C6 20 86 Q0 ADSET JSR MVDOWN MOVE CODE DOWNWARD
Q1C9 20 aF 17 JSR ADVEND ADJUST ENDAD DOWN

. INSERT INSTRUCTION INTO NEW SPACE
Qa1cc  AQ 00 LDY =0
DICE A2 02 LDX =2
100 BS Fa INSERT LDA INH X FETCH FROM DISPLAY
0IRD2 91 E4 5TA {CURAD),Y STORE INTO PROGRAM
a4 CA DEX
oiDeE C8 INY
Q106 C4 ES CPY BYTES UNTIL ENTIRE INSTRUCTION
o1D8 DO FB BNE INSERT IS INSERTED
o10A  FO G5 BEQ CMD

Listing 6: Processing routines used in the SWEETS editor. Listing 6a shows
GOKEY, which searches the program for a given 2 byte pattern and makes
this the current instruction. It can also search for labels. The CMD (for
“command'') routine, listing 6b, waits for a command key to be pressed
and transfers to the processing routine for that key. If an invalid key is
pressed, “FEEEEF" is displayed. ADKEY (listing 6¢) accepts a new instruc-
ton, inserts it, and shifts the code following it downward to make room.
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we delete the labels from the instruction
sequence.

On its second pass through the program
area, the assembler searches for subroutine
call, jump and relative branch instructions.
When one of these instructions is found, its
second byte, normally a label number, is
used to search for a matching label in the
symbol table. Assuming that the label is
found in the table, the corresponding actual
address is inserted into the second and third
instruction bytes for jump or subroutine
call instructions, or a branch displacement is
calculated and inserted for relative branch
instructions (figure 4c). Since at times we
may wish to enter instructions with an
actual address or displacement rather than a
label number, no substitution is made if the
label is not found in the symbol table.

The assembly source code for the SWEETS
assembler is presented in listings 7a, 7b and
7c. The subroutine FINDLB is used by pass
2 of the assembler to look up labels in the
symbol table. Note, too, that the assembler
uses some of the editor’s subroutines:
DETLEN, ADVANC, REDEND, and MOVE-
UP. The addresses shown in the assembly
code listing are designed to allow the as-
sembler to overlay the main part of the
editor without destroying those editor
subroutines which the assembler must usc.

Some Operating Hints

Except for subroutine call addresses,
each SWEETS routine is relocatable: it will
execute properly no matter where it is loaded
in memory. The assembled code shown here
is designed to provide the largest possible
contiguous area (512 bytes at hexadecimal
addresses 200 to 3FF) for cditing and
assembling programs. This has the disad-
vantage of breaking up SWEETS into four
pieces: one in page zero, two in page one,
and one starting at address 1780 (which
makes it a bit cumbersome to load piece by
piece from audio cassette). The SWEETS
routines could be consolidated, however,
to provide two or maore noncontiguous areas
for program editing.

In general, when starting up SWEETS,
or after reloading a “symbolic hexadecimal"
program from tape, you musl slore the
proper values in BEGAD, CURAD and
ENDAD. Then, of course, you merely key
in the CMD routine starting address and
press GO. The assembler, which can be
started up in the same way, automatically
returns control to the KIM-1 monitor;
the editor can be interrupted at any point by
pressing RS (reset). Avoid using the ST






Figure 4: Mechanics of pass
T of the SWEETS assembler
are shown in figure 4a. The
assembler first searches for
“instructions” having an op
code of hexagdecimal FF
{the labefls). When one is
found, the second byte of
the instruction, which s
the label number, is moved
to the end of the program
area and the current instruc-
tion address is also de-
posited  there. The label
instruction is then deleted
using subroutine MOVEUP,
Figure 46 is a continuation
of the process shown in
figure 4a, showing that
all of the labels have been
grranged in a symbol tabie
at the end of the program
area. A typical result of
pass 2 of the SWEETS as-
asembler is shown in figure
4c. Here a jump instruction
has been modified so that
the actual address of the
destination appears in bytes
2 and 3 of the instruction,
and the actual branch
displacement  has  been
calculated and inserted for
a relative branch instruc-
tion. In general, this pass
takes care of all jump,
subroutine  call, and re-
lative branch instructions.
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fo/

0206

0230

0238

0240

(&}

0208

0230

0238

G240

fc)

Q208

0230

0238

0240

FF | ol 00
JMP | 01 a0
seo | o2

FF | 02 00
IMP o1 00
BEQ oz

40 02 0z
06 02 o1
amp | o6 o2
BEG o8

BEGAD 00EQ, OQCEt
ENDAD 00E2, O0OCE3
CURAD 00E4, OGEB
CMD 0172
ASSEM 011C

Table 2: Locations of
the varfables BEGAD,
ENDAD, CURAD, CMD
and ASSEM. BEGAD,
CURAD and ENDAD
must be set up by the
wser to point to  the
area of memory which
will hold the edited pro-
gram, CMD s the entry
point to the SWEETS
editor, and ASSEM &5
the entry point to the
SWEETS assembler.

(stop) key repeatedly, since this may cause
the stack to grow in length to the point
where it could destroy one of the SWEETS
routines. The special address information
you need is summarized in table 2.

Once you have SWEETS up and running,
you can use il to develop improverments to
SWEETS itself. In order to do this, you will
have to edit code in the program area which
is designed 10 run in another area of memory.
One way to facilitate this is Lo add a 16 bit
offsel to jump and subroutine call addresses
as they are resclved in pass 2 of the assem-
bler. Another addition to SWEETS would be
a small routine to save ENDAD at the end
of the program arca, setl up the starting and
ending addresses for the KIM-1 audio
cassette dump routine, and then transfer
control directly to this read only memory
routine to carry out the tape dump
operation,

One of the peculiarities of SWEETS is
that it tends to make itself obsolete. This is
because of our insatiable desire to do more
with our personal computers. As soon as
you find that writing a 512 byte program
isn't so tedious anymore, you'll immedi-
alely want to write a 1024 byte program
{at least), and then you'll be stretching Lhe
capabilities of SWEETS and the KIM-1,
In a sense, SWEETS, as its name suggests,
is an enticement: It helps develop Lhe
market for assemblers. But why not give
it a try? It’s a jolL sweeler than absolute
hex.



(a)

o100 B1 E4 FINDLE LDA (CURAD)Y PICK UP LABEL

0102 A0 FF LDY =SFF SYMBOL TABLE INDEX
0104 €4 EB  FDLOOP CPY LABELS
0106 0 OD BEQ FDRET NO LABELS IN TABLE
0108 01 EC CMP  (TABLE),Y DOES LABEL MATCH?
010A 0O OA BNE  FDNEXT
010C 88 DEY WE HAVE A MATCH
0100 B} EC LDA (TABLE),Y GET HI-ORDER ADDR
010F  AA TAX INTO X REGISTER
0110 88 DEY
0111 81 EC LDA (TABLEL,Y GET LO-ORDER ADDR
0113 A0 O Loy =1 INTO A REG., Y=1
0115 60 FDRET  RTS RETURN TO CALLER
0116 88 FDNEXT DEY
0117 88 DEY ADVANCE TO NEXT
0118 88 DEY SYMBOL TABLE ENTRY
0119 0O E9 BNE  FDLOOP
0118 60 RTS UNLESS END OF TBL o
Listing 7: The assembly
source code for SWEETS.
(b) Subroutine FINDLSE (list-
ing 7a) is used during
011c 20 80 17 ASSEM JSR BEGIN CURAD := BEGAD pass 2 of the assembler
011F 18 cLC ;
0120 A5 E2 (DA  ENDAD ENDAD + 6 1S JUST to look up labels in the
0122 63 06 ADC  #6 BEYOND UPPERMOST symbol table.  FINDLB
0124 85 EC STA  TABLE LABEL IN TABLE
0126 AS EF LDA 2 $FF {ooks 2724 the [fabel at
0128 85 EB STA LABELS BEGINNING TBL INDEX CURAD. Y and returns
012A 65 E3 ADC  ENDAD+ ADJUST TABLE DOWN BY - - 8 :
012¢ 86 ED STA  TABLE+H 256 FOR INDEX BASE with Y=1, X=the high
g:gf i% gg 00 ASLOOP i%RY l:%TLEN DETERMINE LENGTH order part of the address,
0133 B1 E4 LDA (CURAD),Y  PICK UPOPCODE A = the lower part of the
0135 €9 FF CMP  #S$FF 1SIT A LABEL? _ :
0137 D0 1D BNE  ASNEXT address, and Z=0. Z is
MeA o1 & L DA (CURAD)LY  YES,GET LABEL NO set equal to T if the label
13A B1 E4 . , . .y
013C A4 EB LDY  LABELS GET TABLE INDEX is not found. Listing 75
012E 91 EC STA  (TABLE),Y  DEPOSIT LABEL IN TBL shows pass 1 of the
0140 88 DEY . !
0141 A5 E5 LDA  CURAD+1 HI-ORDER ADDRESS assembler during which
g}:g g; EC 561;;1: (TABLELY  DEPOSIT IN TABLE labels are collected and
0146 A5 E4 LDA CURAD LO-ORDER ADDRESS stored with their addresses
otes o EC sTA (TABLE),Y  DEPOSIT IN TABLE at the end of the program.
0148 84 EB STY  LABELS SAVE NEW TBL INDEX Listing 7c is pass 2. Dur-
014D 20 B7 17 ISR MOVEUP MOVE UP PROGRAM . :
0150 20 A8 17 JSR  REDEND ADJUST ENDAD UPWARD ing this pass, the operands
S}EZ gg De g\l;\é ASLOOP BACK FOR NEW LABEL of the branch, jump and
0156 20 83 17 ASNEXT  JSR  ADVANC TO NEXT INSTRUCTION JSR instructions are con-
0159 30 D3 BMI ASLOOP UNTIL ENDAD REACHED verted from label refer-

ences to displacements or
actual addresses. Note that

(c) Jjump indirect operands are
not converted.

0158 20 80 17 JSR BEGIN CURAD := BEGAD

- DISE 20 B0 00 RSLOQP JSR DETLEN DETERMINE LENGTH
0161 A0 00 LDY =0
0162 M E4 LDA (CURAD)Y PICK UP OPCODE
0165 C9 20 CMP = $20 JSR INSTRUCTION?
0167 FO 04 BEQ JMPJSR
0169 C9 4C CMP = $4C JMP INSTRUCTION?
01868 DO OE BNE CHKBR
0160 CB JMPISR INY ADVANCE TO LABEL
016E 20 00 01 JSR FINDLB LOOKUP IN TABLE
0171 FO 1C BEQ RSNEXT LABEL NOT FOUND
0173 ™ E4 STA (CURAD)Y LO-ORDER ADDRESS
0175 B8A TXA
0176 (8 INY
07?7 % E4 STA (CURAD)Y HI-ORDER ADDRESS
07e DO 14 BNE RSNEXT TO NEXT INSTRUC
0178 29 1F CHKBR AND # $1F
0o C8 10 CMmP = $10 BRANCH INSTRUC?
01?F DO 0OE BNE RSNEXT
0181 C8 INY ADVANCE TO LABEL
0182 20 00 8] JSR FINDLB LOOKUP IN TABLE
0185 FO 08 BEQ RSNEXT LABEL NOT FOUND
0187 38 SEC
omes  EB E4 S8C CURAD DEST. — SOURCE
o18A 3B SEC
01g8 B8 02 SBC #2 DEST. — SOURCE - 2
018D 91 E4 STA {CURAD)Y = DISPLACEMENT
G1gF 20 g9 17 RSNEXT JSR ADVANC TO NEXT INSTRUC
0192 30 CA BMI RSLOOP BACK TO EXAMINEIT
0194 4C 4F 1c JMP START TO KiM-1 MONITOR =
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Personal Computers in a Distributed

Jeff Steinwedel W3FY
715 Reseda Dr, Apt 2
Sunnyvale CA 94087

The combination of many

small processors with some
way to communicate from
one to another clearly has

much potential.
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Since the first microprocessors became
available | have been convinced that their
most dramatic applications would be in
connection with a large-scale communi-
cations network. The economics of a dis-
tributed network would suit the individ-
ualized structure of personal computing.
The combination of many small processors
with some way to communicate from
one to another clearly has much potential.
Already, the processor technology has
arrived; but it seems that a simple, inex-
pensive communications system is not
forthcoming. Both the telephone system
and cable TV could be technically work-
able, but require centralized expenditures
of large amounts of capital, as well as a
political commitment to the application.
My argument is that there is an economic
and technological short cut to a distributed
network through use of the radio spectrum
for communications.

This article is speculative, in that new
radio spectrum rules would have to come
into effect for this network to exist. How-
ever, | think the idea is technically feasible,
and the political aspects perhaps provide
a raison d’etre for a national personal com-
puting organization. Further, the FCC has
already validated some of the principles
involved.

If participating individuals were to con-
struct computer controlled VHF trans-
ceivers around a common set of guidelines,
and if these radio stations were designed

to transmit and receive data over a number
of predefined channels for extended periods
without operator intervention, such a
communications network could be achieved.
In many ways this type of system would
parallel the 2 meter FM amateur radio
repeater system, except that data and
control would be computer oriented.
Standardization would necessarily be
defined in a number of areas: frequency
selection, routing algorithms, communica-
tion mode encoding, data and communi-
cation types, character codes and data rates,
etc. One of the very desirable features
{for the FCC) would be that the system
could easily be made to be self-logging
and self-monitoring. ldeally, the system
could also be self-policing so that any
“Citizens’ Computer Radio Service’' could
be a model for efficient spectrum usage
with  minimum government interaction,

Why Build a Network?

What would be the characteristics and
advantages of such a system? The actual
mechanics of radio transmission should
be transparent to the user. The most com-
mon type of communications would be
station-to-station relayed data transfers. For
example, if | were to initiate a data transfer
(message) from my station, | would just
create the message, define the destination,
and let the operating system take over.
My computer would then find a similar
station suitable for relaying the message,






Hopefully, any “Citizens
Radio Service' could be-
come a model for efficient
spectrum usage and a
synergistic interaction of
individuals across the
country via computer con-
trolled relays,
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and (optionally) return the data path infor-
mation to me. Full redundant error check-
ing could be ecmployed to insure data relia-
bility, a necessity for exchanging software
through a number of relays.

Hopefully, regulations affecting these
communications would not have the restric-
tions of the amateur radio service regarding
commercial interest and entertainment con-
tent. Thus, the network could become a
truly democratic marketplace with wide
distribution of a large range of intellec-
tual products. Some data categories would
require special transmission techniques. For
example, data could be defined in such a
way to make it easily segmentable as a func-
tion of dynamically available buffers, opti-
mum transmission rates, or communication
time windows,

Another possible use of such a com-
munications network would be that indi-
vidual stations could maintain data to be
accessible by the network. For example,
suppose an individual has a floppy disk or
video disk with a library of Star Trek games
that are public information. Standardized
file access software would allow any net-
work user to access these programs directly
or make his or her own contributions to
the library. Obviously, such data is not
necessarily limited to computer programs.

Essentially, a communications network
of this sort, if defined with maximum
generality, would be a multiprocessor sys-
tem of a unique sort. Advanced individuals
would undoubtedly give the network arti-
ficial intelligence attributes, and the system
might even become evolutionary like Con-
way's LIFE. What is necessary now is
discussion of the viability of the idea and the
creation of any optimal functional speci-
fication. This is an opportunity for small
processor hackers to cooperatively produce
a new and unique entity that would cer-
tainly have long-term cultural ramifications,
considering the acceleration of technology.

Hardware Requirements

A reasonable first step towards imple-
menting this scheme would be to develop
a useful subset within the present structure
of radio frequency allocations. It would
be difficult to have a totally new communi-
cations service gain regulatory approval and
user acceptance from a zero start, Probably
the easiest way to begin would be by using
amateur radio as an initial vchicle of experi-
mentation, Obtaining an amateur license
for VHF privileges is not difficult; Morse
code proficiency of only five words per
minute is required along with a basic theory
test. For the sake of demonstrating the max-
imum potential for the idea, let’s assume

a fairly elaborate structure for this feasibility
model. However, it is probably more realistic
to assume that local groups will put together
small networks that would suit specific
needs, later expanding into something closer
to what will be explored here.

The hardware could be structured as fol-
lows: Some spectrum should be dedicated
to this application. Within amateur radio,
this amounts to a gentleman’s agreement,
which in the amateur environment has
generally been a very successful mechanism,
A portion of the 144 to 148 MHz or 220 1o
225 MHz band would be a good choice.
Becuuse the higher [(requencies presently
enjoy less use, let's postulate that 224 1o
225 MHz be set aside for personal com-
puting. This band could easily be split into
99 channels at 10 kHz separation, from
224.005 o 224.995. This channel spacing
should allow data rates up to at least 1200
bps. A good modulation scheme would be
audio modulated FM. FM is easy to syn-
thesize and detect, and audio modulation
would allow compatibility with conventional
modems. Frequency shift keying, while
potentially narrower than FM, would require
greater  frequency precision to recejve
accuratcely.

Frequency determination should be by
digital frequency synthesis so that the com-
puter would have direct control over channel
selection. Because of advances in phase
locked loops and other integrated circuit
technology, synthesizers are becoming the
preferred method of discrete frequency
generation, even in radios with manual
control. The next few years will see the
introduction of complete LS| synthesizer
systems, many intended for the Citizens’
Band market.

The modem and synthesizer are two
elements of the communications subsys-
tem that would perform as a peripheral
device of the personal computer system.
This device, while basically a VHF trans-
ceiver, must be organized to interact directly
with the controlling software. For example,
it could be structured in a way very similar
to a UART (universal asynchronous receiver
transmitter) device, with control and data
registers accessible to the system bus. A
first in first out data file would be useful
to relieve some of the data load from the
processor, although this certainly would not
be a necessity. The simplicity of a character
oriented system would have large appeal.

The communications subsystem probably
should operate in an interrupt driven mode
with the processor, again, in much the same
way as a conventional UART can be wired.

Continued on page 94









other perturbations. This system by itself
is quite capable of things such as bipedal
locomotion with maintenance of balance
on uneven terrain. It cannot, however,
operate in a goal directed fashion.

The second principle of the motor con-
trol system involves the operation of higher
level systems which generate output
strategies in relation to behavioral goals.
This principle is the division of output tasks
on the basis of their relation to input infor-
mation rather than type of motion required.
We shall examine some specific examples
which illustrate each of these ideas.

Kinesthesis

The operation of the motor control
command chain depends heavily on certain
sensory inputs which provide feedback and
status information for moment to moment
operations, and it is appropriate to begin
our investigation of output with a look at
these inputs. Perform this small experi-
ment. Close your eyes and put one hand
somewhere out in front of you, then touch
it with your other hand. Most people have
no difficulty doing this quite accurately.
The question is how, with your eyes closed,
could you guide vour hands to the right
spatial locations? The answer is that we have
a number of special sensory systems of
which most of us are not even aware. These
senses have the primary purpose of inform-
ing the brain’s output control processors
of things such as the relative positions of
the limbs, the tensions of the muscles, the
acceleration of the body in different direc-
tions, etc. Most people  : unaware of these
senses because they do not have a conscious
content or ‘“experience’ associated with
them, as do senses such as vision and smell.
Nonethe 5, they are among the most
extensive and intricate sensory systems of
the brain, and when they are damaged, the
results are immediately apparent. With

Ernest W Kent, Associate Professor

Dept of Psychology

The University of lilinois at Chicago Circle
Chicago IL 60680

damage to thc systems which report limb
position, some people are unable to carry
out the small experiment you just per-
formed. In fact, such people are generally
unable to execute any muscular action
correctly without constantly watching what
they are doing.

The sensory system which reports on the
status of the limbs is called kinesthetic sense,
or kinesthesis, and it handles three sorts
of information. These are joint angle,
degree of load on a muscle, and degree of
stretch or extension of the muscle. These
three types of input information are used at
various levels of the motor system to control
sequencing and provide feedback infor-
mation. This is another instance where place
coding specifies the particular unit and type
of quantity in question, and frequency
coding carries the intensity information. The
transducers which translate these quantities
into neural impulse streams need not be
discussed in detail since adequate mechanical
counterparts are readily available.

Vestibular Sensory Inputs

The other sensory system which is strong-
ly related to the brain’s output control is
the vestibular sensory system. This is the
system responsible for the “sense of
balance” among other things. Specifically,
it provides continuous readout of the in-
clination of the head with respect to gravity,
and the acceleration of the head in three
perpendicular planes. This sensory system
is located in a single set of transducers
either side of the head near the middle ear,
rather than a multitude of transducers
distributed through the body as is the case
with the kinesthetic sense. Although the
output therefore only refers to the head, the
position of the head with regard to all
other parts of the body can be computed
from the information provided by
kinesthetic inputs. Accordingly, the output
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for external loads. Note that there is a
special muscle fiber (S) which receives its
input from the small motor neuron {G)
rather than from the LMN driving the other
fibers in the surrounding extensor muscle.
This special fiber is part of the transducer
system for a kinesthetic monitor of muscle
stretch. There is a sensory neurcn (I} which
has an input attached to the S fiber, and this
neuron is fired when the S fiber is subjected
to stretch, at a rate proportional to the de-
gree of stretch, Since the S fiber is mechan-
ically attached to the rest of the muscle,
it is stretched or relaxed by inputs or forces
which extend or contract the main muscle,
as well as by its own private input signals
from neuron G. The axon of the | peuron
makes an excitatory synapse on the LMN,
thus increasing its drive when the 5 fiber
is stretched. Since increased output by the
LMN tends to contract the main muscle and
relieve the stress on fiber S, we have a nega-
tive feedback loop.

Suppose that the higher centers in the
system wish the LMN system to maintain
a particular angle on the joint. This is speci-
fied by a set of constant inputs from above
(X) to the LMN, and to neuron G. Naw
suppose that a stress such as increased load
in the hand is suddenly applied to the joint.
This will tend te flex the joint further,
causing the extensor muscle to be stretched
beyond the specified degree of contraction.
This in turn stretches the S fiber and in-
creases the output of neuron |, and thereby,
the output of the LMN, The resulting in-
crease in contractile force of the muscle
compensates for the increased load. This
allows the system which requested the
maintenance of joint angle to remain ig-
norant of loading conditions and
fluctuations.

On the other hand, a new input to
neuron G can cause the S fiber to contract
independently of the drive to the main ex-
tensor muscle, thereby increasing the output
of the | fiber for the same degree of ex-
tension of the main muscle. This defines a
new ‘‘set point” for the system. {Hence the
need for a separate joint angle kinesthetic
system for output to higher systems which
don’t want to untangle the effects of inputs
to G on outputs from |.)

From this point, it is clear that the nor-
mal considerations of control theory are
applicable, and it does not matter whether
the system is neural or electronic. For ex-
ample, in this system the mechanical re-
spanse time of the muscle and joint, which
are in the feedback loop, may be slow com-
pared to the response time of the neural
elements. In this as in any other system,
that means that instability and oscillation

may result if the system gain does not roll
off at higher frequencies. This roll off is
accomplished by the small neuron R which
produces a fast self-inhibitory action on the
LMN with each LMN output puise. At low
input pulse rates from higher systems,
the weightings of the synaptic contacts (as
described in last month’s article) is such that
the pull down from firing threshold in the
L cell produced by the R cell’s input has
substantially decayed away before the next
positive input arrives, and thus has no effect
on it. At higher input frequencies however,
the positive input pulse will encounter
increasingly greater antagonism from the
recurrent negative input produced via R by
the preceding output pulse, and will thus
be less effective in bringing the axon hillock
above threshold. This effectively reduces
the gain of the system progressively as
higher frequencies are approached.

Fitting Lower Motor Neurons into a Larger
Context

Looking at the LMN system in the con-
text of the whole hierarchical motor out-
put system, it is apparent that the brain is
using a “‘temporal byte"” of frequency coded
anzlog information to specify information
about degree or quantity of action. In addi-
tion, the set of all of the input lines to the
numerous LMN systems constitutes a
“spatial byte,” or place code, which is
essentially digital in character, and in which
the selected lines (bits) select the set of LMN
systems which are addressed and thereby
determine the nature of the movement to be
performed, but not its speed, force, etc.

At first glance, it would seem reasonable
to try to model the behavior of the LMN
system with an analog device such as an op
amp with a feedback loop. In practice, such
an analog device might be quite tricky since
the LMN system must integrate inputs from
a wide variety of sources with different
priorities. A real LMN has about 10,000
synaptic inputs. There is also the difficulty
of encoding the analog information from
other systems. Given that we will have many
fewer LMN type units to worry about, it
may be more practical to do both addressing
and value transfer with digital techniques.
This would suggest a digital processor of
some simple type to replace the LMN unit
rather than the op amp, and it may be that
this would in the long run be the easiest
way of dealing with the interactions of the
various inputs to the system.

The next guestion that arises is, why not
use one processar at high speed to run all
the joints? There are several considerations.
One that is immediately obvious is relia-
bility. If one LMN system is lost, the others















YIES Bugs

Entomological Archives

We like to set the record straight
about bugs whenever we can, even the
old variety. With this in mind, we point
out that there is a bug in figure 3 of the
June 1976 article, "Building an M&800
Microcomputer” {see page 45). The
Mikbug PIA {IC11) is shown with pins
2 and 9 reversed; pin 2 (PAQ) should be
the output to pin 2 of {C16; and pin 9
{PA7] should be the input from pin 8§
of IC15. Our thanks to author Bob
Abbott for this information. Bob sent
it to us over a year ago, but it got lost
in the limbo of our files.®

Random Errors

John D Leasia PE
2005 N Wilson Av
Royal Oak Ml 48073

Unfortunately, the pseudorandrom
number generator shown in page 218
of the November 1977 BYTE will pot
generate a complete set of numbers from
00 to FF as stated. The error lies in the
programming, not in the method. Num-
bers ending in 2,3,6,7, A,B, Eand F
cannot be obtained.

As programmed, Lhe seed is multi-
plied by 171, not by 13. In the 6800
program, if the opcodes at addresses
0005 and 0006 are interchanged, the
program will correctly compute all
256 numbers without a repeat. Inter-
estingly enough, as programmed, exactly
half of the possible numbers are gener-
ated with no repeats. The missing 15 end
in the digits shown above, which group
in 2s.

| found it necessary, on my KIM-T,
to clear the carry before each add aper-
ation. Otherwise the program would
repeat before all 256 numbers were
generated.

My program requires additional bytes
due to the addition restrictions of the
6502:

Address Hexadecimal Code
0000 D8
0001 A5 12
0003 0A 18
0005 66 12
0007 0A OA
agoe 18
0004 656 12
000C 18
00GD B9 M
003aF 85 12
0011 60
0012 XX

Bugged Tidbit

In your QOctober 1977 issue, the pro-
gramming tidbit on page 174 to sub-
stitute for the absolute value function
will not detect the condition when
{A- B) is negative and within the interval
specified by a positive delta. To correct
yaur instruction you will need another
constanlt: NDELTA = - DELTA to test
(A B) when it is negative. A shorter
alternative for the whole instruction
would be:

I ({A-B) <DELTA
and (B-A) <DELTAI
then

If you look long and hard at your in-
struction, you will notice two missing
right-hand parentheses. I'm surc you
know only too well how such slips
inspire an old-maidish compiler to nag,
nitpick and fuss.

Victor Kincannon
720 Coolidge St
Fennimore W| 538098

A Slightly Sour SWEET 16.

John Feagans from Commodore
Business Machines Inc has detected a
slight bug in the program listing of the
SWEET16 interpreter {see “SWEETI16:
The 6502 Dream Machine’ by Stephen
Wozniak, BYTE November 1977, page
151). The program, which normally
starts at location F700 in hexadecimal
on the Apple computer, was reassembled
to start at location 0800 for the listing
in the article. But the symbol S16PAG,
which defines the high order byte of
the address pushed on the stack for the
RTS instruction as described on page
152 of the article, should have been
changed from hexadecimal F7 to 08.

Ed Voightman, Dept of Chemisty
at the University of Florida, also spotted
the bug.®

Op Code Commentary
CLD ; Clear decimal
LDA RND ; Load N
ASL CLC : Multiply by 2
ADC RND ; Add N
ASL ASL ; Multiply by 4
CLC :

ADC RND ; Add N = 13N
CLC :

ADCH 01 ; Add 1= 13N+1
STA RND ; Store in RND
RTS ; Return

BND ; Seed location®

Circle 98 on inquiry card.

Your
Sol dealer
hasit.

AZ: Tempe: Byte Stop, 813 N. Scottsdale,
(602)894-1129; Phoenix: Byte Shop, 12654 N,
28th, (602}942-7300, Tucson: Byte Shop, 2612
E. Broadway, (6021327-4579. CA: Berkeley:
Byte Shop, 1514 University, (415)845-6366; Citrus
Heights: Byte Shop, 8041 Greenback, {918)
961-2983; Costa Mesa: Computer Center, 1913
Harbor, (714)646-0221; Hayward: Byte

Shop, 1122 “B8" St., (415)537-2983; Lawndale:
Byte Shop, 16508 Hawthorne, {213)371-2421;
Orange: Computer Mart, 633-B W. Katella, {714])
633-1222; Pasadena: Byte Shop, 496 S. Lake,
(213)684-3311, Sacramento: Micre-Computer
Application Systems, 2322 Capitol, (918)
443-4944; San Francisco: Byte Shop, 321 Pacific,
(415)421-8686; San Jose: Byte Shop, 2628
Union, (408)377-4685, San Rafael. Byte Shop,
509 Francisco, (415)457-9311; Tarzana: Byte
Shop, 18423 Ventura, [213)343-3919; Walnut
Creek: Byte Shop. 2989 N. Main, (415)933-6252.
CO: Boulder: Byte Shop. 3101 Walnut, {303}
449-6233. FL:Ft. Lauderdale: Byte Shop, 1044
E. Oakland Pk., (305)561-2983; Miami: Byte
Shop, 7825 Bird. (305)264-2983; Tampa:
Microcomputer Systems, 144 So. Dale Mabry,
(813)879-4301. GA: Atlanta: Computer Mart,
5091-8 Buford, (404)455-0647. IL: Champaign:
Computer Co., 318 N. Neil, (217)359-5883;
Numbers Racket. 6232 S. Wright, (217)352-5435;
Evanston; itty bitty machine co, 1322 Chicage,
(312)328-6800; Lombard: itty bitty machine co,
42 W. Roosevell, (312)620-5808. IN:
Bioomington: Data Domain, 406 S. College, (812)
334-3607; Indianapolis: Data Domain, 7027

N. Michigan, (317)251-3132. |A: Davenport:
Computer Store, 4128 Brady, (319)386-3330.
KY: Louisville: Data Domain, 3028 Hunsinger,
(5021456-5242. M Ann Arbor: Computer
Store, 310 E. Washington, (313)995-7616; Troy:
General Computer Store, 2011 Livernois, {313)
362-0022. MN: Minneapolis: Computer Depot,
3515 W. 70th, {612)927-5601. NJ: Hoboken:
Computer Works, 20 Hudscn Pl (201]420-1644;
Iselin: Computer Mart, 501 Rt, 27, {201}283-0600.
NY: New York: Computer Mart, 118 Madison,
(212)686-7923; White Plains: Computer Corner,
200 Hamilton, (9141949-3282. NC: Raleigh:
ROMSs 'N' RAMs, Crabtree Valley Mall, (218)
781-0003. OH: Columbus; Byte Shop, 2432
Chester, (614)486-7761; Dayton: Computer
Mart, 2665 S. Dixie, (513)296-1248. OR:
Beaverton: Byte Shop, 3482 SW Cedar Hills,
(503)644-2686; Eugene: Real Oregon Computer
Co., 205 W 10th, (503)484-1040; Portland:

Byte Shop, 2033 SW 4th Ave., (503)223-3496.
RI: Warwick: Computer Power, M24 Airport Mall,
1800 Post Rd., (401)738-4477. SC: Columbia:
Byte Shop, 2018 Green, (803)771-7824. TN:
Kingsport: Microproducts & Systems, 2307 E.
Center, (615)245-8081. TX: Arlington:
Computer Port, 926 N. Collins, (817}462-1502;
Houston: Computertex, 2300 Richmond,
(713)526-3456; Interactive Computers, 7648%
Dashwooed, {713)772-5257; Lubbock:
Meighborhood Computer Store, 4902-34th St.,
(806)797-1468; Richardson: Micro Store,

634 So. Central Expwy., (214)231-1086. VA:
MclLean; Computer Systems Store, 1284

Chain Bridge. [703)821-8333, Virginia Beach:
Home Computer Center, 2027 Va. Beach

Blvd., (B04)340-1977. WA: Bellevue: Byte Shop,
14701 NE 20th, [206)746-0651; Seattle: Retail
Computer Store, 410 NE 72nd, {206)524-4101.
WI: Madison: Computer Store, 1863 Monroe,
(608)255-5552; Milwaukee: Computer Store,
638 W. North, (414)259-5140. D.C.:
Georgetown Computer Store, 3286 M St, NW.
(203)362-2127. CANADA: Ottawa, Ont:
Trintronics. 160 Elgin, (613)236-7767; Toranto,
Ont: Computer Mart, 1543 Bayview, (416)
484-9708; First Canadian Computer Store, 44
Eglinton Ave. W, (416)4 82-8080; Computer
Place, 186 Queen St. W, (416)5938-0262;
Vancouver, B.C.: Basic Computer Group, 1438
E. 8th, (604)736-7474; Pacific Computer

Store, 4509 Rupert, (604)438-3282,

Processoriachiology
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Continued from page B2

A reasonable first step
towards implementing this
scheme would be to de-
velop a useful subset
within the present struc-
ture of radio frequency
allocations. |t would be
difficult to have a totally
new communications
service gain regulator
approval and user accept-
ance from a zero start,
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Also, there should be some hard wired func-
tions implicit in the communications sub-
system to ease the burden on the processor.
Indeed, control of the subsystem might be
a function to be delegated to a dedicated
subprocessor. The communications subsys-
tem controller must: operate the transmitter
and receiver, communicate with the main
personal system processor, direct data to
the synthesizer, recognize special signals,
send control signals to the modem, detect
busy channels, respond to “home"” and
“scan”’ modes, allow manual interaction,
derive status information, and maintain
data and control registers or buffers. There
are probably many other functions that
could be allocated to the subsystem de-
pending on the intelligence and complexity
the designer desires or can afford. Using a
dedicated microprocessor in the subsystem
design would have the traditional advantage
of easy expansion of functional capability.
However, most of these functions could also
be carried out in main processor’s soft-
ware, which would make the communica-
tions subsystem a simpler peripheral.

Software Considerations

So much for the basic hardware. Even if
the communication subsystem has its own
dedicated microprocessor, most of the net-
work intelligence will be communications
operating system software. It is this software
that will determine what to do when the
operator creates a communications module.
Without resorting to complicated notational
devices, a communications module is simply
a command or a message; and the message
is command(s) and data together. Com-
mands could be oriented toward data trans-
fer, such as, “Send the following data
to " or “Do you have data named

7, Commands could control the
current operating status; eg: “Do not accept
data for relay; monitor broadcast data
only.” or could reflect manual control,
"Go to channel 22." Commands would be
segregated into two types: internal and
external. Internal commands would be
intended for one's own system only, al-
though standardization would certainly
occur and be useful, External commands,
on the other hand, would require standard-
ization because they would be transmitted
as part of a message and would control
the handling of the data by other stations.

Besides handling explicit commands, the
operating system must have other intelli-
gence. A primary consideration is that
each system should know its physical
and logical location in the network so that
appropriate relays can be worked out.
If the initial experiments are carried out

over a limited area so that everyone can
directly communicate with everyone else,
the physical map can be ignored. But even-
tually the participants will become spread
out enough to require the software to deter-
mine the best direction in which to initiate
a relay. One aspect of having logical and
physical maps imbedded in the operating
system is that each system will have some
sort of address associated with it so that
it can be accessed through the petwark.
The address could be an encoding of the
actual location (physical or logical) within
the system, analogous to a phone number
or mailing address; or it could be an entry
point to a table of relevant data, such as an
amateur radio call sign. Since the logical
structure of the network would be some
sort of tree, an explicit address code could
be a sequential list of tree branches for-
matted into a numerical code.

The software will define how the chan-
nels in the allocated spectrum are used.
One technique that could be very success-
ful is that of defining a special frequency
for establishing initial contact between
two stations. After this communication has
been completed, the stations involved in
the particular transfer can use other fre-
quencies. Having such a standardly defined
“monitor channel"” greatly simplifies the
logical structure of the network because
it allows for open-ended participation by
interested systems. If such a channel was
not used, the continuity of the network
might very well depend on stations meet-
ing on particular channels by prearrange-
ment or assignment. Thus, all systems not
actively using the network would configure
the communications subsystem to monitor
a single channel and interrupt the central
processor when the channel became active,
Response delays could be assigned or de-
termined dynamically so that not all meoni-
toring systems would simultaneously reply
to a network request signal.

Once contact has been established a
software algorithm must determine the
next action. Although present law requires
the presence and control of a person operat-
ing this radio station, the ultimate useful-
ness of this sort of distributed network
will depend on demonstrating the feasibility
of a completely computer controlled sys-
tem. At this point in the contro! flow it
would be useful to discuss filtering, 2 type
of algorithm in which information about
a message is used to control the transfer
of the message. One type of filtering has
already been discussed, ie: routing infor-
mation. If there were other alternatives,
a message would not be relayed through a
station in the opposite direction from the






Figure 2: Controf flow of
a basic relaved transfer.
This is an oversimplifica-
tion of a two party tfrans-
action. Station A wants to
send a packet of data to
station B. A more complex
situation exists in the case
where A Is sending data to
some s ation Z which has
no direct contact pos-
~ible; then B might be the
first link in a multiple
station relay of the data.
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Station A initiates a network request on the
monitor channel,

!

Available stations reply after a response
delay. A valid response from station B locks
the monitor channel.

Stations A and B move to a suitable work
channel and transter data from A to B.

Data is processed and both stations return
10 Mmonitor mode.

destination. There are many other ‘‘filter-
able” parameters that are dependent on
message content. A specification of the
universe of possible destinations would allow
some transfers to be designed as data for a
specific addressee, and thus of interest
only to that individual or to relaying sys-
tems. On the other hand, data could also be
declared to be of general interest, which
would be an invitation for all those inter-
ested to monitor the data transfer even if
it was necessary for only one system to
assume responsibility for relaying the
information.

Such ‘“‘addressed’ and '‘broadcast’’ mes-
sage types are at the extremes of the filter-
ing spectrum. As more and more data
is transferred on the network, it will become
more desirable to be selective about how
the information is handled. At first, it will
be very attractive to accomplish the filter-
ing on the monitor channel, but this would
be very sensitive to the mean wait of time
of this frequency. Thus, as network use
increases, a hierarchy of filtering will de-
velop. The monitor channel would support
filtering based on the ability and desire
of answering stations to handle the type

and quantity of the transfer involved, as
well as selectivity based on the priority
of the network request. This lalter param-
eter would allow emergency messages and
certain types of technical diagnostics (a
shutdown command from the FCC, for
example) to receive maximum attention.
Conversely, distribution and interest codes
would probably be best filtered off the
monitor channel.

Interference Problems

Another problem that will develop as
communications density increases is inter-
ference between stations. This is not a trivial
problem because the control algorithms will
not be nearly as flexible in working around
interference or interpreting garbled data as
human operators. However, several ap-
proaches do seem feasible. The most basic
method is simply to search and wait, with
a very sensitive channel busy detector thal
would eliminate any possibility of inter-
ference once a clear channel is located. An-
other scheme would involve time multiplex-
ing so that stations being inadvertently
jammed would have a specific time Lo com-
piain to their neighbars. A third possibility is
to employ split frequency modes where cach
station transmits on a channel that seems to
be clear to it.

Thus far, aspects of the operating system
have been described that enable systems to
establish contact and operate in a one-lo-one
or one-to-many transfer mode. For a basic
architecture this capability is adequate, with
all systems involved in the transfer returning
to a monitor mode when a particular inter-
action has been completed. It is possible that
this methodology would give good perform-
ance, even with a very busy network, be-
cause of the potentially low overhead of
changing modes and reinitializing communi-
cations through programmed control. How-
ever, it may also be found to be very desirable
to integrate and concatenate network opera-
tions so that many data transfers can be
achieved when stations establish contact.
This is an area where empirical results would
be helpful in evaluating alternate approaches.

Limitations of Amateur Radio

All of what has been described thus far
can be done within the constraints of
amateur radio; however, such an implemen-
tation would impose limitations that would
only be eliminated by a broad redefinition
of the regulations. The most desirable situa-
tion would involve spectrum dedicaled to
the network with a set of rules appropriate
to the application. One of the most basic
requirements of this scheme is that multiple
dedicated frequencies be available exclusively






Even if the communica-
tions subsystem (the net-
work node of your home
computer) has its own
dedicated microprocessor,
most of the network in-
telfigence will be in the
communications operating
system software,
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for network use. As has been demonstrated
by 2 meter FM repeater usage, this is a
definile possibility if many enthusiastic
individuals scek to dedicate an underused
spectrum segment 1o a specific activity. To
assume that this can happen again may be
too optimistic, Portions of the 220 MHz
band have already been proposed for a new
hobbyist type application, sort of midway
between present Citizens' Band and amateur
Lypes of communication.

Another difficulty with amateur radio
constraints is lhe requirement thal trans-
missions be under the direct control of the
operator. Onc of the reasons that VHF was
suggesied is becausc Lthe propagation charac-
teristics are relatively constant and could
allow 24 hour aoperation. An optimum
scenario would involve minimum interaction
by the system operator. There would be a
short period of operator activity in the eve-
ning {or morning or whenever) 1o see what
data had been transferred during the pre-
vious day or [wo, evaluate new data acquisi-
tions, and initiate messages. Since the system
would be designed to support data wilhout
an explicit address, full-lime operation
would allow individual syslems Lo interact
with the network to find new data according
to program. | would not expect thalt most of
the data transfers would be initiated manually
when the network reached maturity. This
would be the major unique characieristic of
the entire system. In a nondistributed net-
wark, costs would accrue on a per transfer
basis, 50 it would be unlikely that individuals
wolld pay to have their computers talk to
each other all day and all night. In this distri-
buted system, the ongoing costs would be
those required to run the compuler system
and a small radio, and would not be large,
even if run intermittently 24 hours a2 day.
System use with the constraint of manual
operation would probably not resull in a
synergistic  multiprocessor  environment
either; watching a computer can become
boring quickly. Compared Lo a timesharing
system or other conventional data networks,
the response time of this distributed system
will be very slow, which would justify a
longer time 1o gel results. The slow speed of
this network is not really a disadvaniage
because the application is quite different
than timesharing, for example. The existence
of the distributed network assumes each
node includes a local compuler to handle
real time applications. It is the extent of this
local processing capability thal will give the
network its unique characteristics. Therefore,
it is essential that the network be organized
50 as Lo maximize Lhesc characteristics.

The hardware and software that has

already been described would not have 1o be
substantially modified to supporta dedicated
spectrum version of this network outside
amateur radio’s province. The major changes
would be organizational and political with
technical enhancements. The hardware model
that has been designated the communica-
Lions subsystem would remain relatively
fixed although therc would be greater func-
Lional standardization, and moreinstallations
would inciude more highly evolved hardware.
The commercial manufacture of peripheral
communications hardware could certainly be
expected at this point. The software would
undergo more changes, although it should be
a clear objective from the beginning to
design the system, and particularly the soft-
ware, so that it is modular and casily ex-
pandable. New software features must be
implemented and shown to be reliable to
allow the individual systems to do useful
work wilhoul operator intervention, Auto-
maltic logging and remate control would be
two of these features. Mare effort than is
now obvious would probably have to be put
inlo completing decision trees, that is, cnsur-
ing a reasonable machine solution given any
possible set of input conditions. The initial
forms of many algorithms in the amateur
radio conlext would probably have an
escape, such as, “After N operations, or after
T seconds, ring bell and wait for operator
command.” Obviously, structures like this
will have to be different outside amateur
radio in another band. Hopefully, the evolu-
tion of the software will happen within the
network itself, much more so than the hard-
ware. The communications network is the
ideal medium for individuals to define
problems, and develop and distribute the
solutions.

Regulatory Aspects

To distribute the sclutions involves a
regulatory change that would have significant
effect. While | am hopeful that individuals
would freely distribute some softwarc that is
created within this nelwork, particularly
software designed 1o enhance the operation
of the network, | also hope that Lhere will
be a way to allow economics. Because the
resource of radio spectrum Lime is limited,
the economic characteristics must be regu-
lated to preserve the values of distributed
communications. On the other hand, 2 com-
mercial influence could have beneficial
aspects if it were properly applied. The goal
of introducing economics is positive: Indi-
viduals working at home, using their own
equipment, could create and distribute
products within a free market. The market,
like the nelwork, would have as its primary
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All of what is described
here can be accomplished
within the constraints of
amateur radio; however,
such an implementation
would impose limitations
which could only be
eliminated by a broad re-
definition of the regu-
lations and operating
practices.
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attribute its distributed characteristics. Cen-
tralized capital would be minimized, and
individual creativity maximized.

A subsidiary regulatory characterjstic that
would necessarily be modified to allow the
implementation of economics is data secur-
ity. Presently, there is no allowance for
secret communications on frequencies ac-
cessible to the public, presumably to prevent
spies from using walkie-talkies for '‘cloak
and dagger” schemes. The desirability of
secure communications and the impossibility
of enforcing nonencoded computer conver-
sations will force a change in thisrule.

It should be pointed out that the Federal
Communications Commission has not been
dogmatic about maintaining the regulaiory
status quo. Significant changes have occurred
when it could be clearly demonstrated that
the largest public interest would be served
by modifying the administration of the radio
spectrum. The potential utility and benefit
of distributed communications make the
changes much more plausible than they
would otherwise seem. Also, the network
can only be considered a potential reality
in conjunction with very recenl technical
innovations. Such a network was not a viable
possibility in 1970; now /s the proper time
to begin its implementation.

What sort of applications for the network
might occur if it achieved special regulatory
status? While there are many possibilities, a
general application | call “library building"’
provides a useful illustration. The goal of
this mode of operation is that systems with
mass storage capability would interact so
that each participant would share a subset of
the file structure with the other participants.
Because of the relatively large amounts of
data involved, such exchanges would prob-
ably not occur on a relayed basis; rather,
individual fites could be relayed later by
specific command. In order to participate in
library building, systems would maintain
directories of several types of files, eg: those
maintained and available, those files desired,
keys to file types (for example, ‘‘games" or
“8080 code’’), both desired and not desired,
and specific files that are not desired. This
activity would most frequently be dyadic
(that is to say, they would be initialized
when a pair of stations determined mutual
interest in the activity]. Library work repre-
sents a network activity that could best be
carried on with little operator intervention.
A typical command would be the equivalent
of "‘get everything new and share anything
excepl files A, B and C." In fact, this could
be a standard background command to be
executed when operator initialized transfers
become null. The operator would interact
with this function by requesting a regular

summary of files acquired and dispersed. A
prerequisite for this sort of file oriented
activity is that standards be developed for
file management within personal computing,
so that transfers can be made with both
processor independence and device inde-
pendence.

The unique characteristic of any com-
puter is the ease with which it is given new
capability by feeding it new software. Thus,
the distribution of software through this
interactive network could rapidly result in
an explosion of new functions. Once the
systemn has been bootstrapped, growth could
be faster and more meaningful in terms of
legitimate achievement than that exper-
ienced in any other medium. Possible future
scenarios may give more perspective to the
implications of the network.

The system should be interfaced to other
networks. Common carriers and cable tele-
vision are present possibilities, and local laser
links and direct communications through
satellites are likely to occur in the future.
Nondistributed data networks will be a
major feature of the cultural technology of
the 1990s, providing many of the services
already discussed on the scale of television
today. Amateur computing in distributed
networks could set trends and establish
precedents for the revolution to follow.

The hardware definitions for the network
could evolve to allow the establishment of
new categories of node stations with special
functions. One such function could be the
data concentrator, a large, fast processor
with several wide channels assigned to it.
Large amounts of data could be burst trans-
mitted over longer distances to condense
much relay work. Other specialties, such as
computational batch processor, game play-
ing adversary, etc, will evolve as the applica-
tions do.

Blue Sky

New hardware should have a profound
impact on the network, especially when that
new hardware is a data oriented version of
the video disk. Since the video disk is a
highly cost effective way to reliably transfer
large amounts of data (on the order of 1010
bits), it would be impractical to replicate
this sort of transfer over a communications
link, Further, nondigital data would require
extra hardware, long transfer times and
prohibitive bandwidths for even VHF radio.
However, if we can assume the existence of
another commercially oriented system for
the economical creation and distribution of
physical disks, even at very low volumes,
then there is a definite place for a communi-
cations network to interact with these disks.
To assume such a support system is notl un-






interlaced parallel fingers. The magnetic field
strenglh is concentrated in the tiny air gap
between these fingers, near the surface of
the rotor., The rotor itself is a permanent
magnet which has a series of poles mag-
netized around its periphery. The number of
rotor poles equals the number of slator air
gaps. It is the attraction and repulsion
between these poles of the rolor and the
stepping magnetic field of the stator that
cause the motor to rotate.

Continued from page 38
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Figure Sa: Simple method for driving 4 phase stepper motors utilizing NPN
transistors and a positive power supply. For farger motors two transistors
connected in parailfel, a Darlington amplifier, may be required as shown for
winding 3 in this drawing. The values of the resistors and diodes will depend
on the stepper motor being used and the drive source for each phuse,
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Figure 5b: Timing diegram for a 4 phase stepper motor has one winding being
energized and one being de-energized at a time. One side of each winding is
conducting current at any time. The energizing pattern is reversed to reverse
the motor rotation.
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Hardware Solution

An easy way to drive the coils is with
NPN transistors as shown in figure 5. Two
transistors at a time are switched to ground
to cause current to flow in the required di-
rection, Note that windings 2 and 4 {w2 and
wd) cause current to flow in opposite direc-
tions of the same coil. A high power moter
may require a Darlinglton drive, as shown in
winding 3. This is just two low power tran-
sistors driving 2 high power unit to insurc
that your 10 port will be able to drive the
motor coil safely. A 1.0 mA output from an
8255 10 port drives 20 mA with a single
transistor and 400 mA with a Darlington.
Each transistor multiplies the current by a
factor of 20, Two is the limit though, be-
cause the guaranteed output voltage of the
IO port is 1.5 V. Each transistor requires
0.7V, so two of them require a total of
14V, The windings must be energized in
the sequence shown in figure 5b. Notice that
at any given time one half of each coil is
energized.,

Let's take a quick look at a circuit to pro-
duce this coil driving sequence. The circuit
shown in figure 6 provides the proper sc-
quence for a reversible drive. Speed is con-
trolled by the frequency of the clock inpul.
For coarse control the clock can be gener-
ated by a 555 type oscillator. For very
accurate control this clock can be generated
by a crystal oscillator. Switch S§1, which
could be an 10 line, controls the direction of
rotation. The frequency is more difficult to
oblain directly, A digitally controlled oscilla-
tor whose setting is controlled by a digital to
analog converter would provide very precise
and accurate speed control. No processor
Liming would be required. A typical cxample
of such an oscillator is shown in figure 7.
The number of input bits used {in this case
eight) delermines Lhe number of speed
selections.

If the number of steps is more important
than precise speed, the circuit of figure 8 can
be added to contro! the clock. The thumb
switch inputs could be 10 port lines. The
LOAD line transfers the seiected count into
the counter. The START line sets the gate 1o
a transmission mode. When the counters
count back down to zero, a pulse is emitted
from the borrow line and resets the gate to a
blocking condition. The selected number of
pulses has been counted out to the motor
drive. The motor speed is still controfled by
the osciilator frequency.

Software Solution

If your only chore is to drive a single
motor, then a microprocessor is probably
nol necessary. But if several motions are
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Figure 6: A pair of flip flops provide the memory and exclusive OR gates provide the steering to generate the drive patterns
in a hardware solution to the stepper motor drive problem.
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Generated Pattern
{one line per clock state)

w1 w2 W3 wd
0 0 1

Clockwise 0 0 Counterclockwise
1 0
1 1

1
1
0

00—

Table 1. The pattern generated by the circuit of figure 6. The number I re-
presents current flowing in a winding. Reversing the drive pattern wifl reverse
the motor direction.

W2 w4 wi w2

0 0

Clockwise 0 1 Counterclockwise
1 1
1 0

Table 2. If the drive patterns of table 1 are rearranged us shown, a pair of
rotating 1s becomes apparent. This simplifies the generation of these patterns
through software.
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Figure 8: This circuit will generate a selected number of pulses when the sturt
button is pushed. The thumb switches and the two push buttons could be
repluced with signals from un 10 port. If desired, u display muy be added 1o
the circuil to indicate the number of counts lefi.
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required and the speed and position of each
mustl be controlled, then the microprocessor
saves considerable hardware. The entire job
can be done inside the processor, with anly
the Darlington power drive transistors out-
side. The problem of generating and keeping
track of the pulse trains becomes a software
task. Let's first look at a routine to drive a
single motor.

If the winding drive pattern of table | is
rearranged as in table 2, a rotating pattern of
Is becomes apparent. Now direction of
rotation is controlled by the direction that
the 1s arc shifted (left or right). Speed is
controlled by the rate at which these 15 are
shifted and transferred to the motor. In-
ternal counting can be wused or external
interrupt driven timing can be used. Since |
needed other time events, | chose to use the
Texas Instruments TMS 5501 for my experi-
ments. This versatile chip provides five sepa-
rate ltimers, eight input and ecight ouwpul
lines, an external sense line and a bidirec-
tional serial link. All these priorities are
taken care of, too. | will deal only with one
timer and merely assume its interrupt has
been vectored to my subroutine properly.

The basic scheme is to set the timer for
an interval of from 64 us to 16.32 ms and
count off the desired number of intervals.
When the desired total time has elapsed, the
motor drive pattern is rotated and outpul.
The timing begins again. For higher specds,
above 60 steps per sccond, only one timer
interval is required between cach step. By
choosing the time interval and the number
of intervals, a wide range of motoar speeds
may be selected. A flowchart is shown in
figure 9, and the code is in listing 1. The
motor outputs are the four low order bits of
onc port on an 8255 output port. Now lel's
look at some of the details of the code.

First, of course, the status must be saved
and the interrupt re-cnabled. Next check the
number of elapsed intervals. If it's down to
zero then look at the number of steps
requested. |f there’s more Lo go then decre-
ment the steps counter and update memory
location STEPS. Next update the number of
timer intervals (CONTR) because you'll have
Lo count them off again.

The timer is started and seL by writing &
word, in the range of decimal 0 to 255, 10
memory.

In the hardware motor drive, each coil
drive pattern is determined from the previ-
ous pattern by the feedback from two
outputs. In this software version it s not
possible to read the latched outpul so the






MOTOR

l SAVE STATUS l

|

ENABLE
tNTERRUPT

|

GET MOTOR SPEED
ITERATIONS AND
DECREMENT

d

RELOAD MOTOR TIMER

Frgwg 9. Flowa'hc_ul for P ——
the single motor drive rou- STEPS LEFT TO
tine of listing 1. BE STEPPED

STEPS YES
0

?

NO

STEPS:=STEPS-|

LOAD NEW MOTOR
TIMER, MOTOR OIRECTION
AND PATTERN ADDRESS

ROTATE PATTERN LEFT ROTATE PATTERN RIGHT
CARRY NO NO CARRY
SET ind SET
] 4
YES YES
PATTERN:=PATTERN+ OIH PATTERN:= PATTERN+BOILI

RETURN MOTOR DRIVE
PATTERN TO MEMORY

MASK QUT 4 HIGH
ORDER BITS

|

| QUTPRUT PATTERN I

I RESTORE STATUS |

RETURN
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last pattern is maintained in memory Joca-
tion PHASE, | chose 1o use a full eight bits
Lo store the 4 bit drive pattern and repeated
the four bits in the high nybble. Then the
overflow on rotate could be sensed in the
carry bil. | used RAL and RAR for rotating,
sensed overflow in the carry bit, and added a
correction of either 0TH 80H respectively. |
fearned later that if | used RRC and RLC,
rotate right or left with carry, then this was
taken care of by the processor. After rota-
tion the new drive pattern must be stored
back in memory Lo be available during the
next cycle. The high nybble is then masked
out. After the four high order bits are
masked ou? the motor drive pattern can be
output via the 8255 output port. All that
remains is 1o return the status and registers
to their former condition and then return to
the main line program lo awail another
interrupt. Four of the TMS 5501 output

JMOTOR COJL DRIVE, INTERRUPT DRIVEN. INTEBRVAL 3.

HOTORyY PUSH P5SV
FUSH B
PUSH N
El
LXT H,CONTR
MOV AsM JGET COUNT REMAINING
DCR A 1DECREMENT COUNT
HOV M.A
JZ HDCR
LE! H.INTUL
HOV AN
S5TA TIMER
JHP MDONE
WTCRE LXI H+STEPS
WOV ALM JIGET STEPS
ANA A 35ET FLAGS
JE MDONE JEXIT IF DONE
OCR A JDECREMENT STEFS
MOV M.A FSTORE NEV STEPS
LX! H.COUNT
MOV A-M
LXI X.CONTR
WOV Ms.A
LXI HsINTVUL
MOV AsM
LX) H,TIMR
MOV M,A
LX1 H.DIR
MOV AsM
LXI H.PHASE
k314
11,7 JCLEAR CARRY
ANA A ISET FLAGS
JP CCW
cvr MOV ALK
RAL
JNC MDR
ORI 00000C0O12
JHP MDR
=g ] MOV ALM
RAR
JNC MDR
ORI 100C0000B
WDR1 MOV ML A
ANI DCOOL111lB

$5AVE STACK

1ICHECK STEPS 1F CONTR ZERO
FIF NOT

FGET INTERVAL

$AND RESET INTERVAL

JRESTORE ORLGINAL CONTA

JRESET INTERVAL TINMER

1GET DIRECTION

JGET MOTOR DRIVE PATTERN

JCORRECT FOR OVERFLOV

JCORRECT FOR OVERFLOV

0UT OUTMDR JOUTPUT SIGNAL TO MOTOR
MDONES POP H

PGP B

POF PSVW

RET
COUNT NUMBER OF TIMER INTERVALS TOTAL
CONTR NUMBER OF TIMER [NTERVALS REMAINING
INTVL TI!HER INTERVALS 0-255
STEPS NUMBER OF STEPS TO BE MOVED
DIR MOTOR DIRECTION
PHASE MOTOR DRIVE PATTERN
TIHR TINER ADDRESS IN MEMORY SPACE
OUTMDR MOTOR OUTPUT ADDRESS IN 10 SPACE

Listing 1: An 8080 assembly language pro-
gram for driving a single motor,

lines could have been used, eliminating the
need for another output chip.

A word about stepper motor speed is in
order herc. With a light load, the motor will
respond and follow commands at specds of
up to 250 1o 300 steps per second. With a
frictional load this maximum spced will
reduce lincarly in propurtion to the [riction.
An inertial load, such as a flywheel, will not
reduce the maximum speed. However, with
an inertial load the speed must be pro-
grammed over several steps from slow to
fast. If the maximum speed is not ap-
proached gradually, the clectrical stepping
moves faster than the load can. The motor
will just sit and stutter. A check with an
oscilloscope would show the proper patiern
sequence occurring. Use of a more complex
program with actual motor speed feeding
back into it via hardware could help solve
this problem.

RST3

7404

8225

10 PORT

MOTOR |

s

2

MOTOR 2
3

MOTOR 3
5
6

MOTOR 4
7

VYVVYYVY | V V

ic

SAME CIRCUIT AS
MOTOR

Figure 10: By udding a pair of inverters to each motor drive, four molors ¢an

be driven from one 8 bit oulput port.
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Table 3. A mismatch exists between the desired pattern of table 3b and the
generated binary count of table 3a.

HOMElf LXI H.O0UTI

MOV C.-H JGET OUTPUT

MV] B.OBOH JLOAD CVW: 100 STEPS
HSTRTt LXI H,PHAS) JSELECT MOTOR Ml

LOOPI1

CALL MOTOR2
JZ LOAD)

JMOTOR STEP SUBROUTINE
IEXIT IF DONE STEPFING

MVl ALOFFH FELSE

STA TIMRS JRESTART MOTOH TIMER
LXI HsHSTRT

JMP LOOPI IWAIT FOR MOTOR

Listing 2: An 8080 assembly language mainline program for driving several

stepper motors.

After gelling a motor to turn on com-
mand, the next challenge is addressing sev-
cral motors while trying to conserve (O lines.
I did this by changing the method of
generating the drive pattern. In the first
program the entire pattern was stored,
rotated and output to the motor. In the
second program a different pattern was
storcd, one that would allow two oulput
wires Lo control each motor. [t was neces-
sary lo add a pair of 7404 inverters outside
the processor as in figure 10. At first it
appeared that two bits could be incremented
inside the processor 1o generate the oulpul
signals, butl the sequence was wrong as
illustrated in 1able 3b. The problem was
solved by storing the four pairs of bits in a
register.

Two memory locations are reserved for
each motor. The first, PHASI, stores the
rotating bit pattern required to drive the
motor. Each time a motor is to be stepped,
its pattern will be rotated and vutput. This
register always indicates the last pattern

ROTATION

.o\

FUNDAMENTALS OF ROBOTS AND MECHANISMS

What is Torque?

Torque is the force which prodices, or
tends to produce, motion about an axis
of rotation in a mechanical system. It is a
measure of the power of a mechanical out-
put device such as a stepper motor or other
device. A specification of the available tor-
que from such an actuator under various
circumstances is an essential part of de-
signing it into a mechanical system, just as

g
%{%— RIGID LEVER ARM l_'__l

=4

/ %

ROTATION

S

~—_ 7

current ratings are crucial to power semi-
conductor drive design. A torgue is
specified in units which reflect its origin
as a magnitude of force available at some
distance from an axis of rotation. In the
English system of measurement, a typical
unit Iis ‘“ounce-inch,” 1 oz-in of torque
means that at a distance 1 inch from the
axis, a force of 1 ounce would be exerted.
In the metric system, a typical unit might
be dyne-centimeter (CGS) or newton-meter
(MKS) where the metric units of force
{dyne or newton) and distance (centimeter
or meter) are used. . .CH

If force F is measured at point A {(a distance x
from center of rotation B), the torque is given by

T=F.x

Similarly, if a stepper motor has a rated torque of
T, it can exert a force of

F=T/x

at distance x from its canter of rotation.
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output. The sccond register, MASK1, con-
tains a mask. For example: mask 0OC hexa-
decimal (00001100 binary) is for the motor
attached to output wires 2 and 3, motor 2 in
figure 10.

The subroutine must be entered with
certain preliminaries taken care of. The HL
register pair points to the drive pattern of
the motor Lo be driven. Register B contains
the direction of rotation. If the most signifi-
cant bit is O the rotation is counterclock-
wise; if the most significant bit is 1 the
rotation is clockwise. Register B also con-
tains the number of steps to be made. The
TMS 5501 was again used as a timer. One
motor musl complete its steps before an-
other starts.

The flowchart for this second motor drive
routine (listing 3} is shown in figure 11. The
registers and two memory locations are
shown in figure 12 as they look before and
after a pass through the subroutine. Remem-
ber that bits 0 and 1 of register C are driving
the motor of interest. Register D is a
temporary storage location and bits 0 and 1
of register D reflect the change in drive
patlern. The most significant bit of register
B is a | indicating clockwise rotation. The
lower order bits are the steps count, and are
decremented by 1 each pass. The most
significant bit is masked out in the last
operation. This sets up a zero test and jump
upon return to the mainline program, if the
count has been completed.

Now let's look at how the subroutine is
called. Mainline program HOME1, shown in

JISTEPPER MOTOR DRIVE ROUTINE

Figure 11: The flowchart for the motor drive routine of {isting 3.

MOTOR 2

GET STEPS REMAINING
FROM B REGISTER

NO ES

I GET PHASE

I

rROTATE RIGHT TWICE ]

S

)

| GET PHASE

|

[ ROTATE LEFT TWICE ]

JCALLED FROM MAIN LINE PROGRAM HOME!

MOTORE MOV A.B

ANA A ISET FLAGS
JH W 3DETERMINE DIRECTION
MOV AsM 1GET PHASE
HRC
ARC FROTATE
JMP KTRJP

Cue MOV AsH $GET PHASE
RLC
RLGC IROTATE

MTRJFY MOV M,A iPUT BACK
INE H IFDINT TO MOTOR MASK
ANA M JMASK OFF MOTOR
MOV DaA JTEMPORARY STORAGE
HOV A.M JBET MASK
[, 7 JCOMPLEMENT MASK
ANA C JBET QUTRUT
OR& D FCOMBINE MEVW AND OLD
HOV Csh FRAEPLACE 1N NEMORY
LXI H.O0UT)
HOV M. A
5TA mIROT ISTART MOTOR
DER B $DECREMENT COUNTER
MOV AsB
ANI TFH JKASK OUT DIRECTION
RET JRETURN TG MAIN PROGRAM

. |
!

RETURN PHASE 70O
MEMORY

POINT HL REGISTERS
TO MASK

GET MASK AND SAVE
SELECTED BITS (N
D REGISTER

COMPLEMENT THE
MASK

Ci=XOR C,MASK J

L

UPDATE C REGISTER
WITH NEW MOTOR DRIVE

]

QUTPUT TO MOTOR

STEPS COUNT:=
STEPS COUNT-I

I

MASK MOST
SIGNIFICANT BIT
DIRECTION INDICATOR

RETURN

Listing 3: This is the 8080 assembly listing of a second motor routine. This
one Is called by mainline routine HOME]T. Note that the zero flag is carried
back to mainline program to indjcate steps done.
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Figure 12: The status of
the HL, DE and BC regis-
ter pairs before and after u
call to  the MOTOR
routine.

112 BYIE February 1978

Before

H Phase 1 Address L
D 000000 11 E
B 100001 11 0101101 C
Phase 1 100001 11
Mask 1 00 0000 11

listing 2, addresses OUTI, the motor drive
storage, and puts it in register C. Literal
value OBO hexadecimal is moved to register
B indicating 100 steps clockwise. The HL
register pair is pointed 10 PHAST which
sclects motor 1, and then MOTOR?2 is called.
When the MOTOR2 routine returns a jump
on zero test, )2 jumps over the looping to
continue the next part of the main program.
If 100 steps have not occurred, the zero flag
will not be set in MOTOR?2, and the program
falls through the test. The motor timer is
then restarted. The HL register pair is set 1o
HSTRT and the program loops, waiting for
time-out. When time-out occurs, a PCHL
instruction vectors the program to HSTRT
and another MOTOR?2 call.

If you had the time, some extra bytes and
scveral stepper motors, what might you
accomplish? The first rotation on command
is pretty exciting, but not to anyone but
you. There are some useful applications right
next to your computer. An XY plotier
might be useful in your graphics work. [If
you aren’t handy with mechanics you might
modify the paper drive of an analog recorder
to provide bidirectional stepper control. An
analog to digital converter to drive the pen
and a relay to lift the pen between points
will give you a reasonable alternative to an
expensive plotter.

Other hobbies just cry out with applica-
tions. The modecl railroad buff can control
the ncatest turntable. A stepper motor in a
yard engine would give ultra low speed. A
machinist might combine a couple of beefy
stepper motors and a lathe to create a simple
numerically controlled machine tool. Once of
the most interesting applications, robots,
takes on added dimensions with precise
control possible. A variation of this might be
to program the strings of a puppet. {That
one is going to need lots of program stor-
age.) The radio amateur can automate his or
her existing receiver by coupling to the
turning knob. Any place where several
motions have to be synchronized, stepper
motors can be the solution.m

After
H Out 1 Address L
D 00 0000 10 E
B 100001 10 010110 10 C
Phase 1 0001 11 10
Mask 1 00 00 00 11
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Where the littie guy can get a stepper motar:

Sigma Instruments Inc
Braintree MA 02184

18-1408 822
18-2013 $23

Minimum billing is $35.

North American Philips Controls Corporation
Cheshire Industrial Park
Cheshire CT 06410

Empire Electrical Company
54 Mystic Av
Medford MA 021685

K82201 $17
K82401 $17.86

American Design Components
39 Lispenard St

New York NY 10013
Berger-Lahr Corporation
Peterborough Rd

Jaffrey NH 03452
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David Allen

Electranics Consultant

1317 Central Av
Kansas City KS 66102
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A Minifloppy Interface

Floppy disk drives have been around for
some years now; the basic technology of
such drives is well proven and the drive
designs seem reliable as mass storage for
small systems. Having used the standard
size floppy for some time, my first reaction
to the introduction of the "minifloppy”
was lo view it as a cute gimmick, since the
miniflappy's price had not then dropped in
proportion 1o its performance.

However, after using the minifloppy for
a while and having seen the inevilable
dropping in price as production expands, 1
am becoming much more enthusiastic. The
reduction in bit rate will make it casier to
interface, and the reduction in bit density
should make it slightly more reliable in
small user environments. Its performance,
while reduced, is quite adequate for many
applications, especially when its price is
taken into account. (One personal comput-
ing manufacturer, for instance, markets a
dual drive peripheral for their systems at
a total of $1000, which is hard to find in
a dual drive standard size floppy disk. . .
CH] Its small size and relaxed specifications
allow room for more cost cutling than the
full-size design. Compelitive technologies
like bubble memories are perhaps several
years away from equivalent costs per bit.
It is thus quite appropriate to give serious
consideration to the small floppy.

Shugart was first to arrive on the market
with a small floppy, but is no longer alone
there. Wangco has a competing drive in
production. BASF has a drive which was
displayed at the 1977 NCC show in Dallas;
it is reportedly just entering production as
of fourth quarter 1977. Micro Peripherals
Inc has a minifloppy drive scheduled for
production at this time. A notable feature
of the drive is its use of a band driven head
positioning mechanism designed to improve
track-to-track access time by a factor of five
or six. Pertec has also announced a drive,
and Radio Shack is reported 1o be working
on a low cost version for use with their
Z-80 bascd microcomputer system,

Fortunately, Shugart's interface con-
figuration has been copied in the Wangco

and BASF drives right down to the usc of
the same connectors and pin assignments.
This makes Shugart’s interface a defacto
standard, as well as a great improvement
over the diversity experienced in full-size
floppies. | hope the present plug compati-
bility will continue.

Wangco and others are advocating an
ANS! (American National Standards Insti-
tute) standard specification that includes
40 tracks (as opposed 1o Shugart's current
35 track maximum). Both the Wangco and
BASF drives write on 40 tracks. The first
35 tracks are positioned in the samc way
as the tracks in Shugart’s drive; the last
five tracks were located closer to the center
of lhe disketie than Shugart apparently
thought safe. If the 40 track approach does
get ANSI acceptance, though, it is reason-
able to expect Shugart to make a 40 track
version.

How Small Floppies Differ
from Full-size Units

Several significant differences exist in the
interfacing required for the small floppies
versus the large floppies. One profound
difference is that the former are all powered
by DC motors. (AC motors are being investi-
gated as an option by one manufacturer.)
This allows the motor to be powered down
during long periods of nonusage. The power
saving is such that battery powered opera-
tion is realistic; the fully powered Shugart
drive uses only 15 W total {18 in Wangco’s),
and a sector can be read in less than two
seconds of motor operation. This suggests
usage in data logging applications, tradi-
tionally the province of cassette drives. More
noticeable to a large floppy user is the fact
that the Shugart minifloppy stays almost
stone cold during operation. (My Memorex
651 got so hot recently due to the combined
heating of the sitep motor and hysteresis
synchronous drive motor that the pressure
pad adhesive decomposed into a slicky
goo, allowing the pressure pad to slide off
center and causing the first hard errors since
the 651 large floppy was interfaced io my









input, data from the disk drive is serially stored into the memory with the clock derived from the input signal advancing the
address counter. Then after a physical read operation has defined the contents of the 4 K memory part, it can be read by foad-

ing and testing bit 1 of each location from address 9000 to 9F FF.
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Note: Since this arlicle
was written, author Allen
notes that both Shugart
and Wangco have re-
designed portions of the
printed circuit bogrds and
mounting hardware. The
descriptions on this page
are based on earfy models
of the designs.

1C25
7404

CATA/CLOCK D—'-Dozo—s-bca o o AT P
{FROM DRIVE } | 2
AZ

47K g 200pF
5%

Significant differences do exist between the
units, but they arc largely mechanical; it
is difficult to fault either unit for its electri-
cal performance, in single density operation
at [east.

The most obvious difference is Wangeo's
use of a conventional lead screw for head
positioning, as noted earlicr. This makes
the Wangco drive look like a miniaturized
version of a standard drive.

On Wangco’s drive, all parts, including the
motor controller, are mounied on a single
printed circuit board. Wangco uses the
Fairchild 7391 motor controller integrated
circuil, while Shugart employs it5 own
motor controller using a 741 op amp plus
discrete components on a separale printed
circuit board. Both Wangco and Shugart
usc the same Buehler DC motor and
tachometer.

+5 CLOCK | DATA BIT
t EXTRACTOR | LATCH
CIRCUIT | CIRCUIT

5%

Wangco has a second set of index and
write protect LEDs alrcady installed in the
drive that allow recording on the flip side of
standard diskettes. Shugart uses a micro-
switch 1o sense write protection, and there
appears to be no provision for addition of
cither a second switch or second sector LED.

Wangco's printed circuit board is an-
chored by four standard 4-40 machine
screws. The body of Wangco's power con-
nectar is mounted parallel to the plane of
the printed circuit board facing rearward
and anchored to the board with a nylon
tie wrap. On the Shugart drive, the main
board is gripped loosely at the edges by four
spring clips which are held in place by
Tinnerman style nuts over plastic posts.
The board is susceptible to being pulled
loose from the frame. Shugart's power
connector is mounted at right angles to the
board with the lower rear corner facing
inward. If the power cable is given a good

1»—)
+5 IC27a { > SEPCLOCK
ifala s 7474
3 I€27b
13 _
R/C 2lo F] 2 El L P 7474
ek OS_D DATA
DELAY
126 FR
74122 4

INCOMING
DATAALOCK m

ONE-SHOT
Q QUTPUT —J

SEP CLOCK |

}

DELAYED
SEP CLOCK —l—l

DELAYED

DATA /CLOCK | , I
DaTA LATCH

CUTPUT

Figure 2: A circuit for separating data pufses from clock pulses in the author’s system. Data and clock pulses arrive mixed fo-
gether at the input to 1C25a. 1C26, a oneshol, provides an output pulse to the data bit latch, 1C27a, in such a manner that only
clock pulses are outputted at SEPCLOCK. The timing diagram shows the effect of intentional propagation delays (exaggerated
here for purposes of iflustration). The defayed DATAJCLOCK signal clocks data flip flop 1C276 off during clock pulses because
the clocking occurs during the time of the delayed SEPCLOCK low level,
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Everythi
wanted to

you've ever
ow about

microcomputers in

ONE complete book
for only $10.95

The ultimate book
about microcomputers.
Written by experts

. SCELBI and BYTE. Over

400 pages. A collector’s item,

featuring The Basics

-——

from the first 16 issues of BYTE and SCELBI’s
classic library of books. Your microcomputer
bookshelf is incomplete without this priceless edition.

ou can't buy information
Yorganized like this any-

where. This is the book
that everyone who is into micro-
computers needs for reference,
for ideas, for c¢lues to problem
solving. It is a truly authorita-
tive text, featuring easy-to-read,
easy-to-understand articles by
more than 50 recognized pro-
fessional authors, who know and
love microcomputers from the
ground up. Logical and com-
plete, it features many glos-
saries, and is illuminated with
profuse illustrations and photo-
graphs.

The Scelbi/BYTE Primer is
divided into four logical sec-
tions, that take you from point
0" through building and pro-
gramming your own computer...
step-by-step-by-step.

What can you do with a micro-
computer? Checkbook balanc-
ing. Recipe converting and food
inventory. Heating and air condi-
tioning control. Home and busi-
ness security and management.
Playing the ponies. Analysis of
the stock market., Maintaining
massive data banks. Self-instruc-
tion. Toys and games. Small
business accounting and inven-
tory. And lots, lots more.

Circle 102 on inguiry card.

How does a microcomputer do
it? Lots of “how to” theory. In-
troducing you to microcomputer
operation. 6800, 6502, Z80 CPU
chip capabilities. RAM and ROM
memories. Addressing methods.

THE
SGHE/EUTE
FRITIEN

Over 400 pages. Selected articles
from BYTE and SCELBI books.
Profusely illustrated. Many
photographs. $10.95, plus 50¢
shipping and handling.

How to control peripherals.
Transmission of information to
and from computers. Magnetic
recording devices for bulk stor-
age. Analog to digital conver-
sion. How a computer can talk.
Other 1/0 techniques. And more.

Order your copy today!

SCELBI COMPUTER

CONSULTING INC. BITS

Post Office Box 133 PP STN | 70 Main Street
Dept. B Peterborough, NH
Milford, CT 06460 03458

Prices shown for North American customers.
Master Charge. Postal and bank Money
Orders preferred. Personal checks delay
shipping up to 4 weeks. Pricing, specifica-
tions, availabihity subject to change without
notice,

Over 400 pages. Full 8%2” x 11" size.

All about building a micro-
computer system. Over 12 com-
plete construction articles. Flip-
flops. LED devices. Recycling
used ICs. Modular construction.
Making your own p.c. boards.
Prototype board construction.
Make your own logic probes.
Construction plans for 6800 and
Z80 computers. Building plans
for I/0s — TV and CRT displays,
cassette interfaces, etc. Mathe-
matics functions. ROM program-
mer. Plus much, much more.

How to program a micro-
computer. Programming for the
beginner. Assembling programs
by hand. Monitoring programs.
Number conversions. Game of
Hexpawn. Design your own as-
sembler. Lots more.

And that's only the beginning!
Others have spent millions ac-
quiring the type of microcom-
puter information found within
the 400 pages of The Scelbi/
BYTE Primer. But, it costs you
only $10.95, plus 50¢ for postage
and handling, complete! You
know the quality of Scelbi and
BYTE. This is your assurance of
excellence throughout this MUST
text. Order your copy today! And,
get one for a friend!
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Table 1:

Power wiring

table for Figures T and 2.
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1C 15V Gnd
MNumber Type Pin Pin
tC1 74177 14 7
1C2 74714 14 7
1C3 7474 14 7
1C4 74125 14 7
IC5 FLa i 14 7
I1C6 74125 14 7
1C7 74125 14 7
1C8 74221 16 8
1C9 7404 14 7
IC10 TMS-4044-45 18 g
111 T4177 14 7
ic12 7442 16 8
1C13 7430 i4 7
1C14 7474 14 7
IC15 7408 14 7
1C16 7408 14 7
1C17 74175 16 8
1C18 7400 14 7
1C19 7404 14 7
1220 74177 14 7
Ic21 7420 14 7
1022 7404 14 7
iCc23 7400 14 7
1c24 74177 14 7
iC25 7404 14 7
1C26 74122 14 7
1C27 7474 14 7

jerk, the board could be dismounted and
the corner ol the board possibly broken
off at the power connector,

The two units are indeed plug com-
palible. The contreller described  below,
initially desighed  for  the Shugart drive,
passed data o and from the Wangco unit
with no erors and no wiring changes. One
minor difference in interlacing s that
Wangeo uses pin 2 of the interface connectlor
as a fourth drive-select line; pin 2 is unused
on the Shugart unit and only three Shugart
units can be paralleled  without making
cabling changes.

The Wangco unit’s head would not lvad
when first powered up in my demo unil.
It moved freely with linger pressure when
power was off, and even pulled in with

power on when given a fittle assistance.
Minor adjustment might have been in order,
but | thought that perhaps gravity could
provide the necded assistance. This was
verilied when the unit was turned 180°
on its side and it began loading and working
(Tawlessly. Head load solenoids have been a
weak point of floppy disk drives at least
since the Memorex 651.

The Prototype Controller

In order o gel the minifloppy working
with the least {uss, | adapted the uriginal
controller designed for the Memorex 657 Lo
the minifloppy (see figure 1). This per-
mitted use of all existing disk-based software
with very fow changes {see “A Floppy Disk
Interface,” page 58, January 1977 BYTL).

The controller uses the same 256 byte
hard sectors, buffered in the interface card,
as before. Today, 256 bytes is unnecessarily
small.  Programmable memory prices have
dropped sufficiently 1o warrant the use of
d 512 or 1024 byte buffer, which could
signiticantly increase the apparent specd of
the disk. Logistics, nol economics, dictated
the continued use of the 256 byie sector.
The hardware and software can be easily
chinged to incorporate a larger buffer,

The similarity of the small floppy con-
troller 1o its parent will be readily apparent
if the schematics are compared. A reduclion
in ¢hip count results from the smaller num-
ber of sectors which saves a counter and
bus driver, and from the use of a single 4 K
slalic programmable memory in place of
the separate 21025 of the parent design.

Twe separator circuits are built around a
74221 dual oneshot: one for sector and
index pulses and the other for the received
data and clock pulses. The data and clock
pulse separator circuit is really just a varia-
tion of the sector and index circuit. In cach,
a missing pulse {either an index or data
pulse, depending on which circuit) is being
sought.

Sector and Index Separator

Sector pulses are consistently present,
occurring at regular intervals in time, Since
the anticipated index pulse will occur
approximalely midway between adjacent
sector pulses, the sector pulses are used to
define the position of 4 sampling window.
The oneshod is used as a gating signal 1o strip
the index pulses out of the sectur pulse
Lrain.

In the sector and index pulse separalor,
the window begins at the wrailing cdge of
each input pulse. The presence of the win-
dow (ie: oneshot fired but not yet run out)
crables o gate which will then pass any
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pulse so long as the window is still open.
The window closes before the next input
pulsc, so only an index pulse, 1 present,
can pass through to the index output. The

Double Density Operation

Much of the interest surrounding
floppy disks, large or small, centers
on double density operation. Various
schemes exist for recording twice the
usual amount of data on cach sector.
This possibility stems from the fact
that the FM encoding used on the orig-
inal floppies is inefficient in the number
of flux changes used per data bit. By
switching to a more efficient encoding
technique (cg: MFM, M2FM, Modified-
Miller, GCR; sec /EEE Spectrum, |uly
1977) twice the amount of data can be
recorded on each sector with little
or no increase in the number of flux
changes. The new encoding lechniques
are a mixed blessing, however, since
their bandwidth requirements are dif-
ferent from FM, their tolerance of the
“bit-shift” phenomenon is different, and
they require a more complex data sepa-
rator and decoder. FM encoding is still
the easiest, checapest, and most reliable
Lechnigue.

Of the alternative codes used to
achieve double density, GCR (Group-
Coded Recording) looks quite attractive.
Micro Peripherals Inc has implemented
double density using GCR in a full size
floppy disk and controller system cur-
rently being marketed. (For an alluring,
albeit  incomplete synopsis of GCR,
sce Computer Design, December 1976
or Perkin-Elmer Data Systems News,
June 14 1977.) GCR is nothing more
than the old standby NRZ with its
attendant advantages, but, since or-
dinary NRZ has no clocking information
and a potentiaily high DC content during
long strings of ones or zeros, the data is
reformatted 1o eliminate the long strings.
The reformatting converts cach four bit
group of original data into five bits of
group coded data; the five bits in the
encoded version will a/ways have a mix
of ones and zeros, even if the rcal data is
all in one state. Reformatting in GCR
can be accomplished in software, as
opposed 1o MFM, etc, which almost
unavoidably must be cncoded and de-
coded in hardware. Thus, GCR has good
possibilities as a low cost, high relia-
bility scheme for achieving double
density.

complement output of the oncshot is also
used: if the window is open for index pulses
it is thus closed to sector pulses, and vice
versa. Thus, the same window which keeps
sector pulses out of the index pulse line
also keeps index pulses out of the scctor
pulse line.

Data and Clock Separator:

The FM data and clock separator used
in this controtler is considerably simpler
than Shugart's recommended circuit. I
evolved from an understanding ol two basic
functions which must be provided by any
such separator:

I. extraction of clocking information

2. latching data and holding it long
enough for transmission to the using
system

Shugart’s usc of the oneshol mixed these
two functions together, and complicated
a simple task. The oneshot should be used
only for the purpose of clock extraction;
use of the oneshot Lo provide a window fur
data taking will result in reduced tolerance
to bit shifts. The circuit of figure 1 shows
the clock extractor and data bit lawch
scparately.

The clock extractor uses the oneshol to
strip any data pulses out of the data and
clock pulse train. The oneshot's time interval
extends from the leading edge of the clock
pulse past the trailing edge of any data pulsc
which might appear within the bit cell, The
oneshot will then be triggered only by clock
pulses, and will likewise sel the clock flip
flop at cach clock pulse's leading edge. The
clock Mip flop will be reset promptly at the
trailing cdge of the incoming pulse. The
inverter, 1C25b, provides propagation delay
to help insure that the clock fiip flop can be
set by the oneshot. The output of the ¢lock
flip flop is a train of clock pulses {no dala
pulses) which are synchronous with and
slightly delayed {by a few nanoseconds)
from the incoming clock pulses.

These derived clock pulses are subse-
quently used in the data bitrecovery process.
The window during which a data bit might
appear is ideally described as the interval
between the trailing edge of one clock pulse
and the leading edge of the following clock
pulse. The data bit latch, 1C274, 15 therefore
sel by the wrailing cdge of any pulse other
than the clock pulse. Although both data
and clock pulses are present at the clocking
input o the data flip flop, it discriminates
against clock pulses because the derived
clock pulses are present at its data inpul.
The dual inverters, 1C25¢ and 1C25d, pro-
vide propagation delay which facilitates dis-
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or more of the available computers, or
participate in various activities.

At the present time, meetings are held at
7:30 PM on the fourth Wednesday of each
month, except July, at the Commonwealth
School, 151 Commonwealth Av, Boston.
The school is located on the corner of
Dartmouth St in Boston’s Back Bay, one
block from the Boston Public Library and
the Copley MBTA stop.

Admission to the first meeting is frec.
Dues are $5 per year. Membership includes
admission to all Boston Computer Society
sponsored aclivities, and notification of cach
meeting by mail. Write to the Boston Com-
puter Society, 17 Chestnut St; Boston MA
02108.

BASIC

Bridgeport Arca Computer Club will now
be known as BASIC (Bridgeport Arca
Society for Involved Computerists). The
society meets on the first Wednesday of each
month at Trumbull Town Library, located
about four miles north of exit 48 of the
Merrit Parkway. The Society publishes 4
monthly newsletter  called MicroFlash.
Membership is open 1o all interested in
computers. Annual dues are $8 for regular
membership and $6 tor student membership.
For further information, write to BASIC,
12 Wildwood Dr, Trumbull CT 06611, attn:
Al Song.

Sci-Fi Letter Network

A science fact and science fiction letter
network, called AEC Transfer, is being
formed. Its purpose is to allow people inter-
ested in computers and science fiction to
{find other people in their fields with whom
1o share this interest through correspon-
dence. Send a SASC to Bill Callahan, AEC
Transfer, Computer Division, 8 Gedney Way,
Newburgh NY 12550,

PACC

Pittsburgh Area Computer Club is part ol
the Midwest Affiliation of Computer Clubs,
and holds meetings at different times and
places every month. The February meeting
will be on the 19th; contact PACC, 400
Smithfield St, Pittsburgh PA 15222, for
location and time. The club also publishes
a monthly newsletter containing news of
local events and articles by members.

TCHG-NT

The Computer Hobbyist Group ol
Northern Texas is one of the oldest and
largest computer clubs in the US.

Circle 27 an infquoy card.

We speak your
language

And we're giving you what you want.

¢ a comprehensive product line. Hardware, assembled or
kits, and software from major manufacturers. Plus books and
current literature. Financing available.

¢ a trained, enthusiastic staff. We'll help you choose or
design the system that's right for you. No high pressure here.

* service when you need it. We won't sell you something
we can't keep running@

e a brand new facility
in Pennsylvania.

We'li be able to

serve our South Jersey-
Pennsylvania customers
more efficiently now.

* a bigger, better New
Jersey store. We've
enlarged our showroom
in Iselin. Now there are
more displays you can
try out. There's more
room to stock the
products you need.

The Microcomputer People. *
Computer Mart of New Jersey
Computer Mart of Pennsylvania

Pennsylvania Store

550 DeKalb Pike

King of Prussta, PA 19406
215-265-2580

New Jersey Store
501 Route 27
Iselin, NJ 08830
201-283-0600
Tue.-Sat. 10:00-6:00 Tue.-Thur. 11:00-9:00
Tue. & Thur. tif 8:00 Fri. & Sat. 10:00-6:00

(our only locations)

Hands on microprocessor short course
with FREE take home microcomputer

Feb.
Mar.
Apr.
Apr.
May
Jun.
Jun.

included in the $499 tuition.

20-24 Tucson, AZ
6-10 Huntsville, AL
3-7 Washington, DC

17-21 Latayette, IN
B-12 Los Angeles, CA
5-9 Boston, MA

19-23 New York, NY

Learn microprocessors first hand
from the original hands on people.

For more information call Jerilyn Williams,
(317) 742-6802 or write Wintek Corp.,
902 North 9th Street, Lafayette, Indiana 47904.
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Il 6800 Hardware/Software
Il Custom Hardware/Software
Bl In-house short courses
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Dr. C. William Engel’s

LI g

mancter chase
diamond thief gone f'shing

“ r rare bivds i
’A L* . . Inpst treasure
Stimulating

Simulations o
. forest fire

nauttcal
nayigaticn

art auction

i

A
:u’.lm-:,‘: o~y N m‘,
ranaiene ‘Eﬂtm

A &4-pape paperback book of ten programs in BASIC for the computar hobhyist. Each program
contadns a sceoario, sample run, flowchart, varfabies }istirg, pronrsm 1{sting, and
suggested modi fications. J5 each, Send check or money order to:

Engs) Enterprises, P.O. Box 16612, Tampa, FL 33687

Rlse available
THE DEVIL'S DUNGEON

Unpackaged pragram 1isting, instrections, flowchart, samble run. and suggested modifications -- $2.

Boak -- $3.50.
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_
Presenting a growing line of
professional quatity ﬂ__| &N [Ki
IMSAL/ALTAIR S-].OO
COMPATIBLE BoARDs

8K BLANK RAM BOARD 1210z ypememory  $25.00

—wath MEMORY PACTECT/UNPROTELT and SELECTABLE WAIT STATES

Z-80 CPU BOARD $35.00
~with PROVISIONS for DNBDARD 2708 and POWER ON JUMP
PROTOBOARD $25.00

~New) 2708/16 EPROM BOARD $25.00

—accepts up 1o 15K of 2708's or 32K of 2716's
ALl BUARDS FEATURE
FULL BUFFERING on ALL DATA and ADDRESS LINES'
SOLDER MASKS and SILK SCREEN'
DIP SWITCH ADDRESSING'
GOLD EDGE CONNECTORS
PLATED THROUGH HOLES

texcopt for PROTORDARD

WATCH FOR QUR 16/64K DYNAMIC RAM BOARD AND
ADDITIONAL BOARDS TO BE ANNOUNCED FORTHWITH.

IMSAI 8080 Kit $ 560.00 “‘

—with 22 Siot M.B. PLUS $10 00 SHIPPING |,

i Z-80cpu CHIP................522.00 <
@3 2-80Acru CHIP..............$25.00
2708 CHIP................$12.00

PLEASE ADD $2.00 SHIPPING PER DRDER

i i PO BOX 91
o ) ”h(]((] OUdIU ITHACA, N.Y. 14850
PLEASE CALL (607) 273-3271

TO ORDER OR OBTAIN TECHNICAL ASSISTANCE.
OEM ang quantity discounts avatiable
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Laagusges

Forums

Comments on
APL Character
Generators

Olav Maass
Welhavensgt 65
Bergen NORWAY

Some writers of letters to BYTE have
asked for character generator read only
memories with APL symbols for video dis-
plays.

I don’t think a read only memory is a
good solution. | have counted 33 APL sym-
bols which don't belong to the ASCII set.
It they replace the lower case letters, the
computer is rather useless for text pro-
cessing. Then comes the problem with super-
imposing symbols. A video scan cannot
backspace or rewrite a line like a typewriter,
so each composite symbol would have to be
represented in the read only memory as
another symbol. (Displays with random
access could indicate the composite symbols
by changing the constituent symbols be-
tween each frame scan, but | don’t think
this is a good and practical procedure.) That
would mean 17 characters extra, and still
26 in addition if underlined letters are to be
written. So a 256 character read only
memory would be required, which | think
is rather impractical, particularly if ordered
by hobbyists. Besides, future APL versions
might introduce new symbol combinations.

The solution to the problem should be
to use a video system with programmable
characters, as used in "“The Detailer,"
an Altair (S-100) card made by Micro-
Graphics. (I think the same principle is used
by the Micromind and Noval computers.)
The Detailer, which displays 16 64 char-
acter lines, has a 1 K byte directly accessible
memory whose contents in the usual way
determine which symbols are to be dis-
played. But it also has another 1 K byte
programmable memory block whose con-
tents determine the appearance of Lhe


http:ONBOA.RO






http:C.J;.,.n1
http:for$369.50



http:prepa.cr
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This design is a plausi-
bility argument. . .itis
complete (though skele-
tal) and provides a basis

for discussion.

You can speculate all

you wish and design as
carefully as you wish, but
it remains speculative un-
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are pretty well settled, though, and so this
series closes with a comparison of the two
designs, to the extent that they can be com-
pared. Thal comparison should illustrate
the wide range of solutions that the prob-
lems admit and thus the importance of
identifying the problems in a design effort
like this.

Why You Want to Read This Article

Since another network design will follow
this one very soon, you could rightly wonder
why this one should be published at all.
There are several reasons. At the very least,
this design is a plausibility argument in-
tended to counter the skepticism with which
some people view the prospect of a network
for personal users of information processing.
It is also a learning experience: it is a com-
plete (though skeletal) design that can be
compared with the PCNET (and other per-
sonal computer net designs when they are
published) in order to learn about the design
issucs involved and the stances one can take
on them. It can also be implemented; that
would get people into communication quite
soon, learning from the experience as well as
filling the immediate communication needs.

In an age of throwaway material goods,
a throwaway design or a throwaway imple-
mentation should not seem altogether
inappropriate. In fact, they are especially
appropriate where the problem at hand is
a novel one or has novel constraints, as is
the case here. You can speculate all you wish
and design as carefully as you wish, but it
remains speculative until you try it out.
The motivation for building a throwaway
net is not entirely intellectual: even if you
consume it in the very act of building it,
you will leave behind a very valuable thing:
a useful communication facility. It is more
likely, though, that the first few personal
computer nets will persist for a while and
that they will serve as media for sharing the
experience and insights needed for building
their successors. This very persistence will
also force people to face an important
problem often ignored in fledgling nets,
that of interfacing to other nets.

What Is a Net?

Let us pause, before plunging into de-
tailed considerations, to gain a broad per-
spective on the task at hand. A computer
network typically consists of some hard-
ware and some software. The hardware
includes all the physical facilities used by
the net: phone lines, radio links, computers,
elc. Since hardware costs money and must
be maintained, the design should minimize
the required hardware and distribute it so

that its cost can be recovered gracefully. The
software includes the necessary agrecments
governing the usc of the hardware, together
with the procedures and computer programs
implementing the agreements. The agree-
ments include the rendezvous conventions
by which conversations are established, the
language in which conversations take place,
and the rules of behavior under which con-
versations are conducted. Under the linguis-
tic heading, | mean to include cverything
from message formats to the representations
of characters and bits, elc.

Network specialists have come Lo use the
term  “‘protocol” to refer to these agree-
ments, ranging from all of them down to
just the rules of conduct; in this series ol
articles, 1 will take “protocol” to mean the
extreme of all agrecements. Protocols are
most easily formulated in layers, with cach
layer using the one just below it and other-
wise almost completely independent of the
others. (In this regard, the PCNET and mine
resemble one another quite strongly. For
example, each has a prolocol Lo transmit
bits from one nelwork node to the next and
to detect erroncous transmissions; each then
uses that layer to provide an crrorless,
correctly scquenced stream of bits (thence
characters) to the higher layers.)

This design exercise concentrates almost
exclusively on protocols. Since hardware is
relatively expensive, the design requirces
only a modest amount of hardware, and
that of guite readily available kinds. The
PCNET, however, looks as if it will trade a
modest amount of inconvenience Lo reduce
the hardware requirement even further, but
it may also optionally reduce the incon-
venience with some highly specialized hard-
ware if some thorny problems can be solved.
Actually, though, the distinction between
my design and the PCNET alternative with
minimum hardwarc is mere one of emphasis
than onc of substance; either design can be
casily adapted 1o the hardware require-
ments of the other.

The Experience of the ARPA Net

The ARPA Nect embodies an enormous
body of experience that can be brought 1o
bear on the design of a personal computer
network. However, the ARPA Ne¢t ex-
perience should be used with caution: both
designs have a ot in common but have
several  important  diflferences. The ntost
important difference  is that, while the
ARPA Nelt is heavily subsidized (The ARPA
Net is a research Lool developed lor the US
Department of Defense under the auspices
of the Advanced Research Projects Agency.
It ties together a multitude of large proces-
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sors nationwide at universities and around
the world using satellite links.}, a network
for individuals should {and can | believe)
support itself right from the start. That
consideration has a most important ramifi-
cation in my design: the inclusion of *“Com-
munity Infoermation Exchanges’” (CIEs) that
serve as focal points and buffers belween
the other nodes of the network, Further, the
ARPA Net design includes the notion {in-
applicable to a personal computing network)
that most network nodes will be connected
to Lthe net most of the time, Thus, its prote-
cols provide a general interprocess communi-
cation facility and include useful services
as special cases of it. A personally oriented
network by contrast should be optimized
toward the two facilities that are most im-
mediately applicable to the personal com-
puter community {and that have, inciden-
tally, proved most useful in the ARPA Net):
sending mail and sending files of programs.
Finally, | think 2 personal computer net-
work should be oriented to an overall archi-
tecture in which internode connections are
sporadic, fleeting and relatively infrequent.

An Overview of The CIE Net: The Basic ldea

A Community [nformation Exchange
{CIE} Net should be designed from the start
to gracefully accommodate any foreseeable
circumstances to which it might eventually
need to adapt. Thus, the suggesiions pre-
sented here allow for a large number of
nodes to eventually become attached to the
network, The protocols have room to ex-
pand into, and they identify themselves so
that several incompatible sets of protocols
can be accommodated at a given time,
Addressing is defined for the United States,
but the addresses can be expanded to cover
olher countries as well. A separale mech-
anism is included to lel this nel gracefully
interface to other networks serving the same
Lterritory.

The suggestions included here amount L0
a partial design. They arc quite definite
so as to form a firm basis for discussion.
Some suggestions were arbitrarily chosen
just to make the design more definite, while
other suggestions embody principles thatl are
important to the overall concept.

The overall design is formulated in such
a way as to enable it to be implemented
cheaply and at maximum convenience to
the implementers. Its backbone is a network
of Community information Exchanges (CIEs)
that serve as buffers for network traffic.
The overall network is designed to work
even when the exchanges are connecled
only fleetingly and at only loosely scheduled
intervals. One parly to each connection must






The CIE Net is designed
with four classes of nodes

in

mind: the community
information exchanges
with mass storage re-

sources, individual sub-
scriber nodes, relay nodes,

A

and gateways to other
networks. . .

network is a systematic

combination of hardware
and software. . .hardware
of computers, phone lines,
etc, and software of proto-
col agreements and com-

puter programs imple-

menting the agreements. . .
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stations. The CIE can encrypt or compress
data as it sees fit; the protocols are struc-
tured in such a way thal no intervening
stations need give any special treatment to
an encrypted or compressed message trans-
mitted from one CIE to another. Finally,
its subscribers may wish it to provide them
with long-term storage, but it should also be
prcpared to gracefully recover temporary
storage that is no longer needed by the
network.

A subscriber is thought of as a station
possessing an originate-mode modem, some
local processing power and file storage and
a terminal or other interface to a human
being. (Of course, the subscriber may be
realized as a set of programs cohabiting a
host computer with a CIE and reachable
by a person having only a terminal and an
originate-mode modem; the implementation
details are irrelevant, and the functional
distinction is stili useful.) The subscriber
station need nol be able to rapidly position
its file storage because the person operating
a subscriber can easily anticipate the require-
ments and because subscribers are involved
only at the end points of a message’s transit
through the net, The subscriber, not the
CIE, has charge of all programs that handle
files of messages, selective display and rapid
retrieval of messages and whatever negotia-
tions with its human are necessary to gen-
erate a message in the format described in
these protocols. Although the subscriber is
extremely important to the CIE Net, the
protocols by which a CIE and its subscribers
might communicate are idiosyncratic to the
stations’ realizations, the subject of a large
body of literature, and irrelevant to the
process of transmitling messages between
endpoint CIEs; therefore this article makes
no attempt to enlarge the current stock of
such suggestions.

A relay station, like a subscriber, can be
modeled as having an originate-mode modem,
a terminal, some processing power and some
file storage. A refay station, however, need
have no file storage, but can instead have a
second originate-modc modem and thus
connect two CIEs quite directly with only
flecting use of buffer storage. A relay
station can be thought of as providing a
communication link between two ClEs:
it would first phone one and collcct mes-
sages headed in the general direction of the
other; then it would phone the second and
both unload those messages and collect
messages headed in the general direction of
the first, which it would then call back.

Finally, a gateway is conceptually an
answer-mode modem and a connection to
some other network, along with whatever

processing power or file storage is required
to connect the CIE Net to the other nct.
Depending on the desires and resources of
the people connecting the gateway to the
CIE Net, it could be capable of transmitting
traffic in either direction or both directions
between the two nets, or it could be con-
nected to any arbitrary number of networks.
These protocols provide a frame to hold
messages headed through a CIE Net to an
outward facing gateway; the content of a
message inside the frame is completely
unspecified and can reflect any idio-
syncrasies of the gateway and the other net.
An inward facing gateway is treated exactly
like a CIE by its neighboring relay stations,
but it does not serve subscribers the way a
real CIE does. These protocols complctely
ignore the content of a message headed into
a gateway and require messages coming out
of a gateway to conform to the same rules
as any other CIE Net messages. The motiva-
tion is that the network on the other side of
a gateway might cover territory that doesn’t
overlap that served by the CIE Net, or it
might thinly cover the same territory, say
by providing high speed links between major
cities. This opacity also frees the CIE Net
from any necessity to commit itself 1o any
of the possible internetwork message for-
mats currently under discussion in the
International Network Working Group.
These protocols make no attempt to handle
the problem of choosing a gateway through
which to route messages that should be
routed through some gateway; instead, they
presume that the source CIE can choose the
proper gateway or can send the message w
some other CIE (hal agrees to make such a
decision and then forward the message
appropriately.

These comments describe  functional
nuclei of the conceptual CIE network; they
make only mild commitments to the imple-
mentation details by which the four kinds
of stations are realized. For example, it is
easy Lo imagine a gateway cohabiling a host
computer with a CIE or a relay station.
Also, a computer on the ARPA Net typi-
cally contains a CIE, a relay station and a
large number of subscriber stations sharing
programs among themselves and each sharing
file storage with the CIE and relay station.
These cohabitation possibilities serve to
emphasize the freedom with which stations
can agree to speak any language other than
the universal language specified here. Finally,
don't forget that the commitments in this
proposed design arec structured in this
way to specifically allow a CIE to be put
onto any dial-in time sharing computer
without its operators needing Lo cooperale
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Figure 3: A functionally
equivalent logic circuit for
one row of a cerebellar
cortex fiber system. The
tapped delay line is the
fogical eguivalent of the
parallel fiber axon’s prop-
agation characteristics.
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capable of receiving and executing com-
mands to perform such high level reflex
actions as running, carrying, etc, without
further attention, Beyond this point, we find
several more specialized systems which may
issue commands to this ‘motor automaten,”’
or reach around it and access the LMN sys-
tems directly, or enter the automaton at
any level. To understand the division of
labor among these systems, we need to focus
on the way in which the execution of the
output is related to the data which directs
it. There are basically two systems which
can be used, and both have been used in
robot systems. The first is the “*dead reckon-
ing’’ approach, in which the details of the
required action are computed in advance,
and then executed without regard to their
results. {An interesting example of this in
a rabot system is described in Ralph Hollis'
article on NEWT in the June 1977 BYTE,
page 30). The other approach of course is
to continually monitor the results of the
movement and apply corrections as required.
Both of these systems have their uses, ad-
vantages, and weaknesses, and the brain
employs both systems, usually cooperatively
in the same actions, although “pure" ex-
amples of each can be found.

One of these systems is associated with
the part of the brain called the cerebellum.
The cerebellum is not an instigator of action,
nor is any conscious experience associated
with its activities. It plays an important
role however in the expression of actions,
of both reflexive and voluntary types,
which are generated elsewhere. Among the
functions which the cerebellum performs are

the translation of paraliel to serial output,
and the control of feedforward correction in
open [oop control circuits.

Before describing these functions further,
it will help to examine the circuitry of the
cerebellum. This structure, which lies above
the pons, consists of twa parts, an overlying
cortex and a set of nuclei. The neurons of
the cerebellar cortex are arranged in a dis-
tinctive pattern which is endlessly repeated
over the surface of the structure. A few
elements from this pattern are shown in
figure 2. Simplified to the bare essentials,
this consists of an input element (G) which
has an axon that runs for some distance,
spatially parallel to the axons of all of the
other input elements, and which in the
course of its passage activates a row of out-
put elements (P). Firing an input element
thus selects a particular set of outputs. Since
pulses may travel rather slowly in small
diameter axons such as those of the input
elements, the time of arrival of the select
pulse at successive output elements may be
long compared to the duration (or transmis-
sion time) of their outputs. Thus the cere-
bellar cortex may act as a tapped delay line,
as well as a decoder. [f the final output ele-
ments are switched to other input elements,
elemental sequences may be serially cas-
caded to form larger patterns. There are a
number of auxiliary elements associated
with the G and P types, and these are
lumped as O elements in our diagram. They
are capable of performing such functions as
selectively inhibiting individual output ele-
ments, and controlling interactions between
adjacent parallel row systems. Thus, these

( ™~
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Figure 4: Feedforward as a
means of correction in sys-
tems where feedback is
too sfow. This technique
involves an open loop
correction based on other
systems’ fnput data.

148  BYTE February 1978

elements may impose modifications on
output sequences, or call on adjacent sys-
tems (which control similar muscle func-
tions) for assistance. Some of these func-
tions have actually been simulated on large
digital machines in experimental motion
control systems. A schematic of a circuit
modeling the essential features is shown in
figure 3.

The outputs of the cerebellar cortex fall
on the neurons of the cerebellar nuclei,
which relay them widely throughout the
brain. Inputs to the cerebellum likewise
originate in many portions of the system.
There is evidence in fact that different
motor system functions may time-share
the device! A major function of the cere-
bellum however is to allow for interaction
between different command systems.

Feedforward Controls: Coordination

To illustrate this point, let us see how it
is applied to feedforward modification of
output. In any system which is not amenable
to feedback control, such as one involving
actions that are more rapid than the loop
time that would be required to control
them, or ones that would require very ex-
tensive processing of feedback input, it is
nonetheless possible to achieve considerable
correction for moment to moment condi-
tions by passing the basic output command
to both the next level of the output system
and to a controller which computes the
necessary deviations from the basic com-
mand and forwards these to the lower
echelons of the output system. The concept
is diagrammed in figure 4. Thus, a reflex
motor loop which performs some function
such as walking sequences may need to be
modified from its basic pattern by infor-
mation about head tilt from the vestibular
system, while at the same time the reflex
vestibular motor systems which keep the
head level may require information about
what the stepping generator is about to do,
in order to allow for impending body tilt.

The whole sequence needs to take place
before any muscle actiocn occurs which could
generate feedback information if we wish to
move swiftly and still avoid a fall.

The process is popularly called *coordina-
tion,” and the quality of yours is dependent
on the excellence of your cerebelium. What
happens in this process is as follows: se-
quences of motor actions generated at any
level of the hierarchical reflex '‘automaton"
system, or at any high level system which
inputs to it, are also sent to the cerebellum,
either as inputs to the parallel fiber decoding
systems or as inputs to the “other' elements
which control interactions across parallel
systems and gate individual output elements.
Thus, the waves of parallel fiber activity
generated by different command systems
can interact in the cerebellum and modify
one another in predetermined fashions. The
resulting modified command is sent forward
as a set of corrections to the basic command,
and the two interact at lower echelons to
produce a corrected action. (Yes, they can
get there at the same time. We've got control
of transmission speed, remember.) One clear
advantage is the provision of a common site
of interaction for systems which are func-
tionally related, but do not possess physical
elements in common.

Now that we’ve got it taking care of
interactions and corrections, how do we get
“dead reckoning' of movement parameters?
This process relies on a parallel to serial
conversion which uses time as an analog of
position. A basic function of the cerebellar
nuclei is holding or maintaining positions by
appropriate outputs to the biasing elements
in systems such as the LMN system. The
output elements of the cerebellar cortex
however act to inhibit the cerebellar nuclei.
Thus, damage to the cerebellar nuclei results
in tremor, oscillation, and similar signs of
excess activity. Damage to the cerebellar
cortex on the other hand results in deficits
related to underactivity, motions that fall
short of the target or fail to initiate. In the
case of a pure example of the “dead reckon-
ing” type of motion (frequently referred to
as saccadic motion), such as the motion of
the eyes in fixing on a new point of focus,
the motion itself is of constant velocity.
(More accurately, it is driven by a constant
input, it clearly can’t accelerate and deceler-
ate instantaneously.) Given this, it follows
that the extent of the motion is determined
solely by the duration of the driving signal.
If the motion generating “automaton’
circuits are held in check by the cerebellar
nuclei, then action of the cerebellar cortex
which inhibits the cerebellar nuclei dis-
inhibits the motion generators and the move-
ment begins. If the outputs of a group of
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lia initiated actions. There is one situation,
however, in which the somato-motor cortex
is itself the originating device for motor
function. That situation is the control of
action based on feedback information from
the sense of touch. The rcason we refer to it
as the “somato-motor” cortex is that this
region not only contains the neurons which
give risc to the axons controlling the lower
motor systems, but also the ncurons which
receive the input from the touch receptors in
the skin. The sense of touch is technically
referred to as “‘somesthesis.” The special
relation of the sense of touch to this system
is explained by the fact that a great deal of
fine motor control is under feedback control
derived from the various transducers for
pressurc and other sensations which com-
prise the sense of touch. This is especially
truc of organisms such as human beings
which place so much behavioral emphasis on
the contro! of precise manipulative move-
ments. While a great many movements which
are under feedback control may initially be
under visual guidance in reaching the general
area, the fine control of the later stages is
generally under the control of feedback
from touch receptors. When you pick up an
object with your hand, it is not your eyes
which tell you how hard to squeeze, or just
how to grasp. (Have you cver used a key-
board that didn’t provide tactile feedback?)
The somato-sensory  function of the
somato-motor cortex involves elaborate
encoding schemes which are similar to those
which we will consider later with the other
cortical sensory systems. For now, suffice it
to say that this information may act directly
on the motor output aspects of this region
to initiate motor activity in those cases
where touch information is the appropriate
controlling input. In other cases, this inform-
ation may be used to provide correction to
outputs of the somato-motor region which
are being initiated and controlled from other
structures.

The somato-motor cortex receives its
principal control inputs from a group of
nuclei in the thalamus, which in turn receive
the major share of their input from the
cerebellum and the bhasal ganglia. These
thalamic nuclei thus serve as preprocessors
which synthesize directives for the sensori-
motor cortex out of requests from scveral
systems.

Homing in on a Stimulus

The final portion of the higher motor
system which we shall consider in detail is
the collection of nuclei known as the basal

ganglia. | shall use this term to include some
nuclei of the mesencephalon and dience-
phalon as well which function largely in
conjunction with the basal ganglia.

Just as the cercbellum is heavily involved
in the operation of feedforward and dead
reckoning kinds ol control, the basal ganglia
are primarily involved in graded, feedback
controlled movements, particularly those of
a learned nature, or those under direct
conscious control. It can probably be
regarded as the highest level in the command
system which has a primarily motor oriented
function.

The structure of the basal ganglia at the
ncuronal level is entirely different from that
of the cerebellum. There is no obvious
pattern  of spatial arrangement  to  its
neurons, although both local and output
clements can be identified. The local cle-
ments are much more numerous than the
output elements, and form an extensively
branched system within the basal ganglia. [t
appears that most of these have an inhibi-
tory action, so that neighboring clements are
quickly turned off by any activity. Some of
these connections are recurrent, so that
input driven elements, too, tend not to
remain active beyond an initial response (o
input. This is in sharp contrast to the
situation in the cerebellum where the entire
principte of operation is based on a propa-
gated response in a neuronal network,
initiated by a single input. The action of the
basal ganglia is of a sort called “scif-quench-
ing.” That is, an input will initiate a burst of
activity, but unless the input is maintained,
or augmented by another input, it will
rapidly inhibit itself. This is true not only
because of the local recurrent inhibitory
neurons of the basal ganglia, bul also
because of negative feedback loops from the
basal ganglia to its inputs which tend to
damp their initial activity. Notice the sim-
ilarity of basal ganglia action to that of a
differentiator. If one could consider the
space coded byte of the active input ele-
ments to the basal ganglia as encoding some
static scheme of cutput for motor behavior,
the temporal output byte of the basal
ganglia might be thought of as having
properties similar to the first time derivative
of the behavior specified. This output would
then be decoded into commands to the
motor cartex, cerebellum, and reflex motor
system. By outputling this time decaying
command, it is ensured that the behavior
will not continue unless (1) the command is
sustained by some other means, or (2) a new
command set is tried, producing a4 ncew set of
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self-quenching output puises. This feature is
essential if the continuation of a behavior is
to be made contingent on its consequences.
The basal ganglia in fact have sets of inputs
which are precisely configured to achieve
this contingency.

The outputs of the basal ganglia run
principally to: the thalamus and thence to
the motor cortex; to the mator nuclei of the
mesencephalon and thence to the sub-
systems of the reflex motor apparatus; and
to the motor nuclei of the pons and thence
to the cerebellum. The basal ganglia are thus
in a position to transmit information and
commands to all aspects of the motor
system. There is little here that is not
understandable in terms of principles we
have already dealt with, and it reguires no
elaboration.

The inputs to the basal ganglia, on the
other hand, are the key to understanding its
function. There are three major compaonents
of the input. First, the entire cortex projects
fibers into these nuclei. These fibers, and
those of the second component which arises
from the thalamus (a structure which organ-
izes the activity of the cortex, and processes
1O for it), tend to make contact with a few
specific neural elements in the basal ganglia.
These two input groups may be thought of
as specifying discrete patterns of activation
which are encoded by an action like a series
of cascaded AND gates into a pattern of
activity, or potential activity, on the cutput
lines of the basal ganglia. If output contin-
uously, these outputs could be decoded by
lower motor structures into specific move-
ments. It appears however that these inputs
alone are insufficient to sustain much
activity in the face of the strong local
inhibition generated by their own action.

The third input component to the basal
ganglia arises from a group of nuclei which
are related to other brain systems that detect
the rewarding or punishing guality of the
stimulus pattern being decoded by the
sensory systems. This input component has a
very different distribution; it branches
widely within the basal ganglia, each axon
making synapses with tens of thousands of
neurons. As a result, it cannot specify any
very specific pattern of activation in the
basal ganglia. Its action is diffuse, and
principally temporarily coded. On the other
hand, it can exert a widespread gating action
on al! ongoing basal ganglia activity. Thus,
an input containing information about the
intensity of the organism's emotional
response to the results of ongoing behavior is
capable of sustaining or inhibiting the next
phase of the behavior. Given the self-quench-
ing nature of activity in the basal ganglia, it
is easy to envision a process by which a

behavior ‘‘suggested’” by the cortical and
thalamic inputs is only sustained if the initial
input resulfts produce a sustaining input
which strengthens the initial activation
pattern, perhaps by summing with it to
overcome the self-inhibition. The third input
component is of course ideally situated for
such a function.

In its most primitive form, this scheme
results in a sort of “homing device' which
will cause an organism to follow an increas-
ingly intense stimulus, such as odor, to its
source, such as food. That is, as the search-
ing and locomotor patterns generated by the
animal resuft in increases or decreases in the
intensity of the pleasurable stimulus, they
are appropriately facilitated or eliminated.
Out of this simple feedback guidance mecha-
nism, a host of more elaborate behaviors are
developed, by evolution and learning, with
the aid of the immense processing power of
the cortex to provide detailed analysis of the
environment and to generate more complex
patterns of behavior for trial.

At the present time, we cannot precisely
specify the pattern of detailed connections
in the basal ganglia which results in these
actions. The nature of its operation is
inferred indirectly from evidence derived by
stimulating its inputs or disabling its
outputs. This evidence seems to establish
that normal operation of the basal ganglia is
essential to orientation and approach to
stimuli, and initiation of voluntary behavior
and complex learned behavior, particularly
that involving anticipatory actions. The con-
vergence in the basal ganglia of processed
sensory information from many areas of the
cortex provides a source of feedback infor-
mation which can interact with and modify
basic action plans generated by other
cortical areas. Damage to the basal ganglia
causes a loss of the ability to modify
complex actions and judgements on the basis
of sensory feedback. (This sort of feedback
modification is distinct from the nonspecific
sustaining action of feedback from the
reward detector circuitry.) Finally, as predic-
ted by the model outlined above, damage to
the diffusely connected third input com-
ponent results in failure to initiate behavior
or orient to and approach stimuli, while
stimulation of this component results in
continuation of the immediately preceding
behavior.

There is also a growing body of evidence
to indicate that the type of learning called
“operant conditioning” (see the preceding
article in this series) may depend on, or even
occur in the basal ganglia. This type of
learning essentially involves an increase in
the future ability of a behavior pattern to
compete with other potential behaviors if it
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Figure 5: An equivalent
block diagram approximat-
ing some of the basic
refations of the brain’s
basal ganglia (striatum).

is followed by activation of the reward
system, To achieve this, all that would be
required in addition to the basal ganglia
model we have described here would be
provision for activity in the diffuse input
from the reward system to lower the firing
threshold of neurons which were active at
the time of this input. No such mechanism is
presently known, although it is suspected,
but in our robots it would be easily
contrived.

An electronic analog of the model of
basal ganglia action described here is shown
in figure 5. {This model does not include the
learning function just described.) The
essential features are: the provision of a set
of gates to encode the simultaneous inputs
from the many cortical regions which con-
tribute to the design of the behavior; a
circuit which shuts off the encoded output
after a brief delay; and an enabling bus
representing the input from the reward
system which inhibits the shut off circuit on
active gates. This model is only illustrative,
and better ones could be designed to mimic
basal ganglia function. For example, the
intensity of activity in the enabling bus
should be employed to modulate the
intensity of the output.

In practice, considering the very large
number of gates required, and the fact that
operation of the system is slow since it
requires direction from physical resuits of
actions, it will probably be best to simulate
much of the gating and modutation in
software on a fast processor. A few relevant
principles are worth noting here, The ratio
of input to output lines in the basal ganglia
is very high. It receives input fibers from the
entire cerebral cortex, which is by far the
largest structure in the human brain. Output
neurons on the other hand comprise less
than five percent of the neural complement
of the basal ganglia. Clearly a great deal of
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TO LOWER MOTOR SYSTEM

encoding takes place here; output line per-
mutations are selected by gating an enor-
mous number of inputs, Consistent with
this, the outputs undergo an equally enor-
mous decoding and fan out into the entire
downstream motor system, ultimately speci-
fying the actions of billions of LMN units.
The basal ganglia outputs thus represent a
“narrow spot” in the system, through which
most of the organism’s complex goal direc-
ted behavior passes. Similarly, the reward
system which provides the gating or modu-
lating input to this information flow repre-
sents the ultimate distillation of analysis of
the entire sensory world of the organism as
it pertains to reward. The amount of
processing going on at higher levels to
generate behavior patterns, and the amount
required to evaluate their effectiveness is
awe inspiring. Yet, the closing of this most
complex feedback loop of all time is carried
out relatively easily thanks to interaction at
the “narrow points” of the two systems in a
simple decision to keep going or quit doing
what you're doing. The need for specific
feedback to the behavior generating ele-
ments is thus eliminated. They simply try
something else which they derive from estab-
lished hierarchies or generate from similar-
ities with past situations.

If we are to provide the capacity for
robot behavioral systems to modify large
scale behavioral strategies on the basis of
evaluation of their effects, or if we wish to
provide an operant conditioning capability,
it will be necessary to gate or modify
massive amounts of information. The most
hardware conservative approach may well be
to emulate the basal ganglia system by
allowing a simple statement of the evaluative
system's reaction to perform a ‘“more or
less’ modulation of the output of the
behavior generators at a highly encoded
"narrow spot,” and leave the behavior gen-
erators to try again according to trial and
error algorithms, rather than trying to
correct them directly. Specific feedback
information of a nonevaluative sort, such as
corrections to intended position from visual
observation of the limb, become part of the
command pattern prior to modulation by
the evaluative system, simply by being part
of the input pattern to be processed in
generating the next attempted output
patterns. These inputs could be handled by a
software gating system, given processor
speed, and the intensity of the evaluative
function could be digitally coded and
applied by software arithmetic rather than
by mimicking the brain’s analog system.

Having looked at the detailed operation
of some of the important components of the
brain's motor output system, let us finish
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with it by looking at a schematic summary
which emphasizes the interactions of the
different parts of the system. Figure 6 shows
the main routes of information flow in the
system, together with the major controlling
inputs. Some of the “black boxes™ such as
“reward system' will be covercd in future
articles.

One of the outstanding features of the
system taken as a whole is that it does
function in an organized and integrated way,
despite the fact thar its parts are in many
ways autonomous, and certainly not
synchronized in their operation. A key to
this capability is the provision of status
information to each unit of the system by
each of its neighors, and the ability of each
to employ this information in an intelligent
way in formulating its own output. A
further refinement is the provision of a
structure such as the cerebellum where
status information from diverse systems can
interact to generate correction information
which returns into the main line of the
relevant systems. Wide scale availability of
information from special movement relevant
sensory input systems is another unifying
feature.

If we leave out the “behavior generating
system,” which is properly a decision
making system to be considered later, not a
system for execution, we can discern four
major portions of the motor system
(although some structures service more than
one portion). The first is a system which
handles most of the routine traffic according

to established rules, and provides automatic
elaboration according to established rules
when given high level commands. The
second is a system which converts parallel
statements of action patterns into serially
executed instructions to the first system.
The third system provides a highly intel-
ligent output terminal which can access the
final output elements directly in the service
of any of the higher systems on request. The
essential feature here is that it is a parallel
control for refined special purpose control,
and is not necessary for most routines.
Finally, a fourth system provides for inter-
action of the high level decision making
systems with efaborately processed feedback
information to generate complex instrug-
tions to the other systems, after screening
them for effectiveness.

In this constellation of functions, we find
the capability to deal with rapid emergency
movements, automatic compensation for
externally imposed deviations, fine graded
control under the direction of any sensory
input, and the execution of arbitrary novel
patterns. The organizing principle which
scems to best define the system is its
emphasis on successively more abstract com-
mand functions at higher levels in the
system, and a corresponding increase in
“situation free” statements. That is, a high
level element can issue a “walk” command
without being concerned about the nature of
the terrain. It has distinct analogies to high
level programming languages. We shall see a
similar organization in reverse in the sensory
systems, where detailed information at the
receptor level is gradually reduced to
powerful statements of object recognition,
independent of details of the sensation as
the information ascends in the system.

Even with all of this elaborate apparatus
to direct and coordinate body motion, Lhe
problem of movement in the generalized
environment remains a challenging one.
Despite the massive investment in processing
power that the brain has devoted Lo the
problem, we still fall down somectimes.
Producing a robot system that even
approaches the brain’s abilitiecs will be a
great challenge.®
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I'd Iike to comment on some of the items
in your November 1977 Languages Forum,
page 190.

I think Glen Taylor’s idea for a “personal
computer language development society’ is
great! | only hope he gets people whose
minds are open enough to be able to borrow
the strengths of any existing language. Alas,
| am not experienced in microcomputers nor
language design; the only thing I could offer
is enthusiasm and a little experience in using
some of the current languages (although |
never did discover how to actually use
LISP).

If Jeffrey Kenton can't offer Peter Skye
anything other than a prophecy of failure,
he should have saved his time and stamp.
{*The proposed PL/Skye will make no one
happy.” You never know, Jeff, it might be
ecstatic.) RPG on a micro? Super idea! {The
premise is that anything which helps make
any computer easier to use is a good idea.)
Terrible early experiences with PL/1? That's
no reason to quit; surely we can learn from
that and do better in the next attempt.

My only contact with PASCAL has been
via A Primer on PASCAL by Conway, Gries
and Zimmerman which leaves out a lot of
stuff {because it is really a primer on pro-
gramming which merely uses PASCAL for
its examples). My objections to what |'ve
seen of PASCAL are: the apparent nccessity
of “declaring' every symbol in the program
before using any of them; the apparent re-
quirement of numbering a statement to go
to {| want to name it}; and the clumsiness of
character string handling.m=
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Zapped Stack Bug:
Stack oriented machines
and software are both
very egalitarian with
respect to pushes

and pops. They like

to have the same
number of items pushed
as are later popped, or
clse they'll transform
themselves from tranquil
and placid programs into
memory zapping monsters.

ts so difficult to fight that serious attempts
huave been made Lo wipe out its habitat;
languages and programming styles (struc-
tured programming) have been developed
that use no jumps. The Branch Bug comes
in two varieties: jumping to the wrong
place, and jumping to the right place with
inadequate preparation. The first of these
is ecasy Lo produce in languages where
statement labels have to be numbers (eg:
BASIC and FORTRAN, especially BASIC,
where every statement has Lo be numbered
whether it's ever going to be a jump destina-
tion or not). The jump with inadequatc
preparation is similar to the Botched Call,
but it can often be harder to figure out if the
program has a complex flow pattern.

A few special methods are applicable
Lo fighting the Branch Bug. One of these
is program flow analysis. A look at the
possible paths a program can take will
often reveal some of these bugs. [s there
2 part of the program that can never be
reached? Are there traps in the program,
loops that can never terminate? Are there
jumps which will result in variables being
used without having been set to a value?

In languages like BASIC, where every
statement is labeled, it's helpful to set off
statements that can be reached by jumps
either by using special statement numbers
or by pointing them out in comment state-
ments. Inoany  language, the statemernts
that can be reached by jumps should be
logical  breaking points in some sense,
places where a new unit of work begins.
Except in desperate situations where
cconomy is all-important, jumps should
be used to satisfy the logic of the program,
not lu save a few instructions,

IT a subroutine call can be wused instead
of & jump, it probably should be used. A
subroutine will send you back where you

came from, so figuring out the flow of the
program is easier. [Ffor many purposes,
you can treal o subroutine as a unit when
studying the program; as a single instruction
that happens o do complicated things.
You can't do this with the instructions
reached by a jump.

The next bug in our survey feeds on
apples and oranges. More generally speaking,
the Mismatched Unit is found where the
units or dimensions of the quantities being
used in a program aren't the ones actually
necded. Take the program statement LET
V = D * T, where D is a distance in miles,
T is the time taveled in hours, and V is
intended to be the traveler's average velocity
in miles per hour. By using simple algebra
on the units, you can see that the result
obtained will be units of miles times hours,
not miles per {ic: divided by} hour.

Bugs of this Lype are harder to spot when
the mismatched variables are further apart
in the program, but consistency will keep
them from occurring. Simply be sure you
know in advance what units each variable
has to come in.

Assembiy and machine language program-
ming allow an especially messy lype of
Mismatched Unit to show up: mismatches
between addresses and data, or between
absolute  addresses and relative addresses
{values to be added to a base address). To
avoid this bug, watch out for the different
addressing modes of different instructions.

Another bug with a specialized habitat
is the Fencepost Bug, named for its ten-
dency to rest in problems like this one:
“If you are pulling up a wire fence 100
fect long, supported by posts every 10 feet,
how many posts do you need?” Another
name for this bug is the Boundary Condition
Bug; it’s always found in connection with
the start or end of some sequence, where

Botched Call Bug: The
Botched Call Bug is like
the proverbial square peg
in a round hole: Unless
the peg or the edge of the
hole yields, sparks will fly.
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Branch Bug: Jumping
blindly about in memory,
the Branch Bug is always

on a collision course with
valid execution of a
program.
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special trecatment is needed. One form
manifests itself in confusion over whether
the first element of a group is number O or
number 1. Another is found in the attempt
to relate each element of an array to the
next, as in this statement:

[F T(1) <T(1+1) GO TO 100

Try this one sctting | cqual to the dimension
of T.

Finally, we come 1o the most insidious
of all bugs, the Timing Bug. The character-
istic that makes this bug so fearsome is that
a program infested by one may run correctly
once but not the next lime; it may even run
correctly 99 times but fail on the hundredth,
using cxactly the same data each time. To
make matters worse, running programs in
single step mode will usually drive Timing
Bugs into undetectable hiding.

As the name suggests, the Timing Bug is
one that shows up depending on the order
in which asynchronous events (events that
have an unpredictable relationship in time)
occur. Systems that have interrupt facilities
are especially prone to being attacked by
Timing Bugs, since an interrupt routine may
be executed at a different point in the pro-
gram each time it's run. An interrupt routine
may, for instance, s¢t up certain variables
to be used by the main program. If another
interrupt of the same kind can occur before
the variables have been processed by the
main program, and if that interrupt changes
those variables, unpredictable results can
occur. Yet most of the time, interrupts
may not occur that close together, so the
bad result is said to be nonrepeatable. This
means that repeated runs of the program
can’t be used to systematically close in on
the bug.

A Timing Bug can also live on direct
memory  access (DMA).  Some mass
storage devices can rcad or write data in
bulk without the intervention of the
processor, using those memory access
cycles which the processor doesn’t use.

Mismatched Unit Bug: A
result of inadequate
analysis of a calculation,
the Mismatched Unit Bug
results in strange elixirs.
When both apples and
oranges are thrown into
the analytical engine,
what is the nature of the
juice which flows out?

The length of time a DMA transfer will
take is, at best, very dilficult to predict;
so a Timing Bug can strike if memaory
which is accessed by DMA can be accessed
or modified by the processor.

Since Timing Bugs are so hard to hunt
down, extra efiorts should be made 1o avoid
giving them a foothold. Be extra careful in
writing interrupt handlers or DMA com-
mands. Watch for places where interrupts
need to be disabled. As for the indentifica-
tion ol Timing Bugs, the {ollowing rule is
useful: if you can prove, in a precise instruc-
tion by instruction study, that wha
happened couldn't possibly have happened

The Timing Bug: This
most subtle of all bugs
spends maost of its time
relaxing, and suddenly
taking a swipe at appar-

ently random times.
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from the execution of those instructions,
suspect a Timing Buy; something else was
happening during the execution of those
instructions.

Incidentally, it's possible to encounter
bugs much like Timing Bugs even without
interrupts or DMA. An input or output
device, such as a keyboard, is asynchronous
with the program; the exact behavior of the
program will depend on the behavior of
these devices. For instance, a program
which accepts keyboard input and accu-
mulates it in a buffer may work fine for
you, yef a faster typist may make it fail
because no provision was made for the
chance of exceeding the buffer’s capacity.
But in a situation like this, it's at least
possible 1o look at every call to an input
routine and tell what its effects might be.

This completes our survey of important
species of bugs {1 have nothing useful 1o say
about the Common Typo, though it does
have 1o be fought). Others will no doubt
discover voracicus brecds which | have
overlooked, and perhaps they will improve
on some of the classifications | have men-
tioned. But knowing about the species
which are listed here will hopefully be
a help in identifying and killing the bugs
in your own programs.

This doesn’t  mean that classifying
bugs is all there is 10 entomology, neither
the biological kind nor the kind being
discussed  here.  Entomology  wouldn’t
be a science if it couldn’t say things that
are true of all bugs, regardless of species.
What | have discussed so far is differentia-
tion; but integration is cqually important.

The basic lact that unifies all bugs is the
one which | mentioned at the beginning of
this article: they're all creations of the pro-
grammer. And this fact allows the use ol a
broad-spectrum  killer  against  all bugs:
DDT, standing for Design, Documentation,
and Testing. Let's take them in order:

® Design. The best way to stay bug-free
is to write programs without bugs. This may
sound like superfluous  advice, but pro-
grammers  {myself included) arc often
tempted into  writing programs quickly,
vather than writing them well. The attempt
usually fails, since such programs will
usually cost meore in debugging time than
the time saved in writing them.

An error born of pragmatism is 1o
suppuse that it doesn't malter how you
design ¢ program, as long as il works.
There are two problems with this idea.

The first is that il you us¢ any method
that  appears 1o do the job, without
regard for well organized design, it wili
be & lot harder to ever make the program
work. The second problem is that even if
the program works for its immediate pur-
posc, it will be harder to make changes to
meel new needs, since a particular ad hoc
solution may not be generalizable.

The first step in designing & program is
to lay out a complete plan of attack before
writing it. Decide what data structures you
will need, and what method you will use.
Data structures are often the key to the
whole program. First plan the program in a
few large steps; then decide what each step
will consist of in more specific terms; then
repeat the procedure until you're down to
the level of your chosen programming lan-
guage. This is the principle of structured pro-
gramming, and also of mental unit-economy:
avoid having to think about more things at
once than your mind can handle. If you can
keep everything relevant to a particular
operation in yow head, you're not likely to
put bugs into its implementation.

Flowcharting is often recommended for
program design, but it's cumbersome and
doesn't lend itself to representing a hierar-
chical design. Another approach is to use a
well designed programming language, such as
ALGOL or APL, to write the design. Since
yvou aren't actually going to run the program
in that language, you can assume any fea-
tures that would make the job casier. The
point of this is to have a representation of
the program that yvou can understand with-
out strain, so that you don’t lose sight of
vour overall plan while chasing down details
of implememation. If you do have bugs
after doing this, at least they won’t be part
of the whole design of the program.

® Documentation. The main reason for
writing up the way a program works isn't to
explain it to somcone else; it's to make sure
you understand it yoursell. Documentation
shouldn’t be an afterthought; it should begin
with the design of the program {when you
write what it is going to do), and conlinue
with  comments written dlong with  the
instructions.

Good documentation isn't found in sheer
number of comments (though there should
be a lot); it's found in comments that ex-
plain the operation of the program. Com-
ments are especially needed for data, sub-
routines, and points reachable by jumps.
Variables and constants should be explained
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so that the reader will see how they can be
used; this allows us to spol threats to
them, such as Mismatched Units and Clob-
bered Values, 1T the language allows, give
constants names rather than using their
numeric values throughout the program;
this makes updating casier and renders
the Common Typo’s attacks more con-
spicuous. Subroutines should be prefaced
with a description ol how they are called,
what inputs arc nceded, what values are
returned, and what information may be
destroyed in the process. Jump  points
should have an explanation of the con-
ditions under which they are reached.

To make a program at least partly self-
documenting, the name ol a routine or
variable should indicate its use. One of the
major weaknesses of BASIC is that it doesn't
dllow this to be done very much; this is a
reason for having a lot of comment state-
ments 1o explain what BASIC wvariables
and subroutines are used for.

Just as a sample, here's a preface 1o a
hypothetical 8080 assembly language sub-
routine {sec box). The comments explicitly
deline linkage conventions.

COMPUTE PROBABILITY OF WIDGET BREAKAGE
INPUT — MASS OF WIDGET (GRAMS)} IN REGISTER PAIR BC
AGE OF WIDGET (DAYS) IN REGISTER FAIR DE
QUTPUT — PROBABILITY OF BREAKAGE (PERCENT} IN REGISTER PAIR BC
ALL OTHER FEEGISTERS ARE CLOBBERED
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The protection provided against Botched
Calls should be obvious.

® Testing. Il you follow the approach
outlined so far, you'll have a better chance
of getting your program to work, bul you
may still have planted a Tew bugs inadver-
tently. So you have to lest the program
before  declaring it bug-free. Testing
should begin with @ simple version of the
program, il possible; but it should begin
only after the program has been written
wilth enough care so that there’s a chance
of not finding any bugs.

Use whatever debugging tools are avail-
able. High-level languages will usually pro-
vide usefu!l infarmation when the program
goes wrong. Versions ol BASIC that allow
single statements Lo be exccuted make it
possible to  find somcthing about the
conditions under which an crror occurred.

When working in machine language, 4
debugging program will ease discovery of
bugs. Such a program dallows the user to
put breakpoints into the program being
tested (returning control to the debugger

when the program counter reaches a ceitain
address) and 1o examine and modify regis-
ters and memory. These programs range
from simple 1 K monitors to powerful
symbolic debuggers like Digital Equipment
Corporation’s DDT  (Dyneamic  Debugging
Tool, no relation to the name as used here},
Having one of these in ROM can be a
tremendous help.

IF the program works the first time, try it
dgain with different data to make sure.
Check out simple cases. Sometimes a pro-
gram will work in complicated cases, but be
bitten by the Fencepost Bug in simple ones.
Check out more complicated cases. |f
possible, use a random number table as a
source of test data, along with handpicked
cases.

If the program doesn't work the first
time, Lry it again with different data. Aim
for the simplest case possible, I you can
gel the program Lo do something right,
that will cut down the number of places
where bugs may be lurking.

When a program is heing tested, the work
is easiest if execution comes to a screeching
halt as soon as something goes wrong., A
program may be able to run a while alter
crucial damage has occurred, only to
clobber all of memory before stopping.
IT this happens, it can be almost impossible
to localize the source of the disaster. But
if the program makes periodic checks for
error conditions (such as impossible values
or invalid relationships) and reports them,
there’s a better chance of discovering just
where things went wrong. For instance,
a routine that Tills a block of memory
between two addiesses might check to make
sure that the low address is really lower
than the high address. Redundant tests
may slow down the program, but they
can be taken out when all the bugs are
knowi Lo be dead.

The overriding consideration to remem-
ber in the use of this Design, Document and
Test technique s that it's open-ended. It
will, in principle, kill any kind of bug; but
a new approach lo design, a better scheme
of documentation, or a novel test may be
needed  for subtle species.  Approaching
bugs scieatifically means thinking about
them. 1t means recognizing that any bug
will  have important similaritics 1o pre-
viously encountered bugs; and that it may
have equally  important  differences. So
when you find yoursell struggling 1o dis-
cover what’s wrong with a program whose
behavior is  incomprehensible, you can
console yoursell with the thought that you
may be about to make an exciting entomao-
logical discovery that you can use repeal-
edly.m
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such terms, Since the terms are similar, and
¢ "Ml = (7N we need to compute the
exponential term only once, and multiply
it by itsell repeatedly to get the extra terms
of the series. Figure 2 shows the equivalent
circuit uf the RC low pass tilter in figure 1,
shown in bloch diggram form. 1t consists
of an atienuator {factor a), an exponential
and time delay {the capacitor), and a sum-
mer. We them jump to figure 3, which shows
a Howchart of this process. The only change
is thal the attenuation factor is given ds at,
where tis the period between samples. Much
ol the input to the filter is lost because its
trequency is outside the filter range. This
does not change the shape ol the output
{the important factor), but only the magni-
wde nf the output {like adding gain to the
filter). 1 you have accepted that last bit of
sleight of hand, you can see that figure 3
is a block diagram of a program to perform
low pass lilering.

Figure 4 shows the output of such a
digital Fiter program when the input is a
squdre wave with maximum and minimum
vafues of +10 Vand - 10V, respectively, and
a frequency ol 50 Hz. The sampling rate
is 20 samples per cycle, thus t=1 ms. The RC
constant a is arbitrarily set equal to 360, The
removal ob the high frequency components

Figure 3:
4 pertorming  a  fow puss
filter tunction.

Flowwchart  for

INPUT VOLTAGE

r-o—o—c-o—

QUTPUT
VOLTAGE

VOLTS

TIME {m3)

Figure 4. Reswlt of pussing a 50 Hz square wave through the digital fow pass

fitter program.
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Figure 5: Resuft of puassing a 50 Hz trigngular wave through the low pass

digital Tilter program.
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Figure 8: Result of passing the 50 Hz square wave used in figure 4 through ¢
higlt pass digital filter program.
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Figure 9: Result of passing the 50 Hz triangular wave used in figure 5 through

a high pass digital fifter.
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the lilter response to a triangular wave at the
same frequency. The output is nearly all at
the fundamental frequency of the input, as
one would expect of a low pass filter.

Now, how do we simulate high pass filters
like the one in figure 6?7 Here the output
voltage is the difference of the attenuated
input and the capacitor voltage (since the
capacilor resists rapid changes in its charge).
Thus, figure 7 is a simulation of a high pass
lilter. 11 is identical to the low pass filter
except that A+B becomes A-B.

Figures 8 and 9 show the response of a
high pass filter program to the same inputs
as those in figures 4 and 5. The constants
are the same, bul the change in output is
striking,

One of the main features of software
instead ol hardware implementation is the
case with which software can be modified.
A low pass lilter changes to a high pass filter
by changing an add to a subtract! Filter
constants can be casily modifed, amplifica-
tion added, etc. More complicated [iliers,
such as band pass types, can be simulated
by combining appropriate high and low pass
feedback loops with adders and subtracters.
The filters can be dynamic, adapting to the
input. They can be programmed. This would
seem to suggest uses in computer generated
music systems, audio processing, removing
noise from signals, etc. If one has Lo convert
analog sighals Lo digital form at some point

> { >
Figure 0: Simple resistor- v q y
. NI IN
capucitor (RC) high puss our
filter. — > {—
ATTENUATOR A A-B > °
VIN D_ at - » D Vout
B
o-at DELAY
S e e peeseer~ Figure 7: Filtering process
' | Vin performed by the circuil
i I | of figure 6 in block form.
L | [ By changing a sum to a
! difference we convert the
! block diagram from a low
| o VouT to a high puss filter.
|
{
|°‘ 20 22 24 26 TIME (mS) of the square wave is evident, Figure 5 shows
|
|
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SECONDARY
SERVO

PRIMARY

SERVO

Y-AXIS

TENSION GUIDE
SPRINGS ways

plotting

anather

Accuracy

Let's now take a look al two important
aspects ol each system: ease of construction
and accuracy.

As these servomechanisms are o be
operaled by computer in discrete steps,
positioning is possible only to the nearest
grid intersection corresponding to these
steps. The theorectical plotting accuracy is
limited to one half the grid spacing.

The tangential distance between radial
Jines 25 cm long and 0.04 *apart is 0.17 mm.
An XY plotter would give a square grid with
spacing of 0.054 mm over a 25 ¢m square
area. Repeatability or precision of pen place-
ment depend largely on mechanical design
and construction.

Due to the compounding of crrors and
large moment arms in its design, the articu-
lated plotter has poor precision relative Lo
the nther designs. The polar plotter suffers
from the same problem to a lesser extent.
The problem with the polar design, as with
the XY plotwer, is the mounting of one
device upon another without causing undue
instability. The intersection plotter suffers
from theorectical, rather than mechanical,
instability. As with the articulated plotter,
its full range of 180" cannot practically
be used. Also, the area near the base line
does not have frequent grid intersections.

Piotting with Servomechanisms

The servomechanisms  considered  here
respund only to positioning commands. The
XY plotter, for example, is restricted to
drawing straight lines parallel to each axis
and at a 45° angle. Other plotter designs
have similar limitations. All lines not so
situdted must be composed of small incre-
ments of these lines, giving the final pro-
duct a sawtooth appearance. Computer

X-AXIS

time required 1o compute these small
increments will be significant, cxcept in
the case of the XY plotter where servo
motions for small line segments are pro-
portional to motions for the entire line.
This property, in addition to the conver-
sion formulas, makes the XY plotter by far
the most attractive from a calculation point
of view.

CONVERSION FORMULAS

Articulated Plotter

In order to position the primary and
secondary servos al their proper angles {01
and 62 respectively) to provide the required
X, y pen position, it is convenient to first
convert these values to the polar coordinate
system. Equation |, below, shows the con-
version by which the radial distance, R, from
the origin {the primary servo axis), and the
angle 0 (the slope from the origin to x, y)
(sce figure 5) are found.

Equaton 1:
R =SQRT(X**2+Y*"2)
f) = ARCTANI(Y/ABS(X))
or 0 -180 ARCTAN{Y/ABSIX}), when X
1S negatve.

Figure 4: The XY plotter
uses two of the polar
devices. The
moving pen is replaced by
servomechanism.
with the moving pen con-
tained on its lever arm.

Figure 5: Coordinate plot-
ting scheme for the articu-
lated plotter. The [lever
arms are indicated by L]
and L2 01 is the angle
generated by the position
of the lever arm with re-
spect to the primary lever
ari.
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Figure 6: Arrangement for
the intersection plotter,
The distance B is the dis-
tance between the two
servomotors. The two
lever arms intersect at
point x, v

Figure 7: The plotting
arrangement for the polar
coordingtes. Length [ s
the total fength of the
plotter’s arm. The value R
is the distance of the pen
from the plotter arm’s
origin. C is the closest the
arm can approdch the
orfgin. B js the angle of
the primary servomech-
anism at the origin with
respect to the horizontal
axs,
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The values of 81 and 82 are then found from
equation 2 where L1 and L2 are the lengths
of the primary and secondary arms respec-
tively:

Equation 2;
{2 = ARCCOSU{R**2~- L1**2- L2**2}
J2*L1L2)
g1 =0- ARCTAN{L2*SIN(I2I/{L1+L2*
cosii2iy

or 11 =@ - 8272, when L1 = L2,

Note that using this formula the angle pro-
duced at the origin by the pen position and
primary arm is exactly one half the angle at
the secondary scrvo, when the arms are of
equal length. [The formulas needed for
plotting with this arrangement are funda-
mentally similar to positioning a singly
Jointed robot arm. . .RCJ This conversion
would no doubt be difficult 1o handle in a
low level language.

Intersection Plotter

The formulas required by the interseclion
method (see figure 6} are considerably less
complex.

Equation 3:
81 = ARCTAN{Y/X)
32 =180 - ARCTAN{Y/(B-X}}

B is the distance along the X axis between
SErvos.

s .
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Polar Plotter

The polar plotter {figure 7) also uscs
cquation 1 o convert Cartesian coordinates
to polar form. In addition, the value of R
must be scaled into angular form as follows:

Equation 4:
& = {R - CI*180/L

L is the radial distance produced by rotating
the secondary servo 1807, and C is the
minimum radial plotting distance.

XY Plotter

Equation 5 gives the angular values re-
quired by the XY plotter.

Eqguation 5:
01 = x*180/L1
02 = Y"180/L.2

L1 and L2 are the linear motions produced
by 180" rotation of the primary and secon-
dary servos, respectively.

Converting Angle Requirements to
Timing Data

Assuming required pulse widths from
1.3 to 3.6 ms, as noted in March 1977
BYTE, equal steps of about 0.04" through-
out the 180" range of the mechanism would
be provided with counts from 2600 to 7200,
assuming a 2 MIz clock rate. The number of
counts needed to produce a given angle is
then given by equation 6.

Equation B:
N = 2600 + (*230/9.

The count value, N, is simply truncated, or
rounded off, for better precision.

This high precision timing would require
external hardware to receive the data, count
down at the proper rate, and interrupt the
processor at completion. The alternative is
a software loop with steps of 0.0075 ms,
based on an 8080 chip requiring 15 cycles
for decrement and branch on zero. With the
XY plotter this would give a grid spacing,
over a 25 cm square area, of 0.81 mm.

Conclusions

From the information presented so far,
it appears that the more easily constructed
platter designs have inherently less precision,
use a larger grid spacing, and require more
complex, lime consuming software. The
most easily programmed device, the XY
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Loaded with features
o Typewriter print quality

s RS232 Interiace levels

e 14.8 cps

« 13 inch line length

¢ 10 charactersfinch

» |deal for tex! editing & word pro-
cessing

* Software & documentalion
available for easy interfacing to
muost popular mini & microcom-

Cffer good while supplies last. pulers

s?
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L] Now a heavy duty Selectric™ ter-
minal for fess than the cost of a
Selectric' typewriter!

These recently maruiactured [1 to 4 years ald) Termnal Communica-
hons, Ing. berminals originally cosl oves $3,800 They are PTTCS
EBCD terminats runming a4 134.8 BAUD Intended tor the demanding
commercial environment, 1hey are designed lo be computer driven.
Such key componenis 35 clutches and bearings are eavier duty than
the allice typewnter mechanism

By purchasmug an enormous inventory of these terminals NCE was able lo buy them at a very

vision 7, the revision 7 processor can
figure out that it has been passed an
obsolcte structure and call the revision 3
processor 1o sort oul the mess.

Don't begrudge the space used by an
obsoleted field: Far too often a pro-
grammer will remove a data field which
was made obsolete, thus moving all
subsequent fields out of their previous
positions, This misguided attempt 1o
conserve space has the effect that the
positions of fields whose meanings did
not change are constantly shuffled from
revision to revision, resulting in confusion
to programmers and needless complexity
in programming.

If instead of removing the obsolete
field, the field is merely ignored, Lhe
current revision program would find
data in expected places and perhaps
process nearly all of the structure before
having to invoke some sort of routine to
process the obsolete fields. This tech-
nique involves less execution space than
having to roll in an entire program Lo
pracess the obsolete data when the cur-
rent revision finds all fields misplaced.
Addilionally, this technique implies that
the newer format specification is always
at least as long as the older format. This
means that when an earlier revision must
be invoked by the current one, all data

law price. We have added a minimum markup v order to sell them in large quantities quickly
These lerminals have been clgared, adjusted, checked lor completeness and operaled in local
mode. Although they are nol tested in lermingl mode. a check s made to see thal there are

no abviows problems. Fora penod of 30 days aker shipment any defective parts may be relurned

lor reparr o replacement at no charge Includes nbbon & typeball

[0 $339 AS IS

A great buy lar those wilhng to do some
refurbishing, these machines are befieved to
be camplete, bul did not work when plugged
in. Tymical problems include sticky cams, bad
solengids ar broken sprngs. We recommend
your semng them at our giant Ann Arbar
waighouse store before you puichase. in-
cludes used rbbon & typeball At 1his prce
Ihere is nD warranty. However, they may he

] $695 Refurbished

Refurbished machines have been chemically
cleaned. lubricated and tested. Worn melal
parts were replaced. Plalegns, as well as plashc
and rubber parts are always replaced. Our
warranty 1s hmaed |0 replacing any defective
parts for a period of 90 days lollowing receipl
ol egquipment  Includes 2 new ribbon and
ypeball.

returned within 3 days of receipt for a lull
refund  Applies (o prepaid ordess only
Purchaser is responsible for freight toth
ways.

**Selectnc s a rademark of the [BM Corporahan

17 Please send me all dems checked above Add
4% tar Wax (T Mich. resideat. F.0.8. Ann
Arbor, Mich.* Tolal enclosed $
Send check, maney order or Bank charge cawd
number {include a!l raised letters & numbers. |

3 Please send me mare inlgrmation.

"] Optional documentation package $3¢

tncludes schematics, operalors and
lunctional specibeations manuals.
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@
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1250 North Main Street, Department BY 28
P.0. Box 8610 Ann Arbor, Michigan 48107
" 994-4445

BYTE Febeuary 1978

Circle 85 on inguiry card.

which the older revision program nceds
has already been fetched by the newer
revision program, which simplifies para-
meter passing.

® Wait at leasl one major revision of your

system before redefining an obsoleted
field for another purpose. This gives
you time to change your mind if il
turns out that the figld in question
really is necessary after all.

It all of Lhe above ruies are followed
rigorously, you should never again have
to translale or reformat files and recompile
programs when you make a change to the
operating system of your machine. If all
of the above sounds suspiciously like
another of those save the world software
standards, |'m sorry; | guess the disease must
be contagious!m

Technical Forum is o fegture intended
as i interaciive digdlog on the techinology of
personal computing. The subiect matter is
open-ended, and the {ntent is {o foster dis-
cussion and communication among regders
of BYTE. We ask that off correspondents
supply their full names ond addresses to be
printed with their commentaries. We also
ask that correspondents supply their fele-
phone numbers, which will be priviied wnfess
we are explicidly ashed (o omit them,
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3 g D to /0 0 ajor brand Da and comp e
N anh 7400 11 74100 28
. gon 74XK s @
— 7403 13 ra41 Lo 74121 29
7404 15 7442 a7 24122 18
7406 13 7443 59 74123 48
741$00 TTL raLsisz %0 1702A e ogm & mE o
74L800 § 21 74L893 52 74L$196 80 7300 17 foye] S Tarso o
74L802 21 74LS109 .36 74LS197 80O 7410 13 7448 50 74151 61
741804 24 7418112 36 74L5221 1.06 7311 18 7450 a3 74153 61
74L808 3 21 74L$113 36 74L5257 71 MEMORY 7413 B B e s
74L$30 21 74L$114 36 74L$258 70 Jaie & ngon he
74L8$14 B85 74LS125 46 74LS266 26 7416 28 7460 11 74163 55
74L820 23 74L$126 46 ;23523 ;g T z 7470 26 e 83
2 7472 21 ’
Jibi 5 Jambide 7o 7asiee 8 JUsT a8 am o a gae e
74L830 .23 74L8139 70 74LS367 55 7426 22 Jar “ 74178 85
74832 .30 74L$151 65 74L5368 55 2427 17 7476 28 7417% b4
740537 31  7aLs153 66 /4LS386 39 ot B s s e e
74L$38 31 74L$154 100 B1LS95 77 Teas i je0 b ot b
74L532 .60 74Ls157 $62 B1LsI6 .77 > /] =Ye 7438 2 [5ed] 3 Al s
741847 75 7418160 82 B81LS97 77 7439 28 7483 €2 74190 95
741348 72 7aUs16) 82 811898 77 e 13 Taay on %
es73 38 Tasier 82 CMOS 4023 s 16 For< S+ S - S+
74L8 E
7aLs75 53 7ilsles oa | SUPPORT DEVICES MEMORY 001 6 aozd | Ao aE =
74L876 37 7418174 75 4002 ‘16 4028 ‘74 [543 o jas '
;:t;gg 36 7ats175 79 16820 5.00 1702A 475 4006 93 4030 22 7484 G0 14366 62
JaLsas 33 74310 0 16850 5.00 2708 13.50 4007 16 4035 Bl ime & as &
8212 3.45 2716 3295 2009 ‘37 4045 34
8214 9.50 21L02450ns 1.25 :glo 3; :gg? gg
8216 3.75 21L02250ns 1.60 1 i
2 4052 15
8224 3.75 1101 75 :gia ég 4053 ' 39
8228 6.50 4014 74 4066 .59
KITS s e MICROPROCESSOR 3015 73 o ] KITS
8238 7.95 B80BOA $11.95 Pt % 2082 3
WAMECO 2-80 24.95 4018 %0 4507 35 | SOLID STATE MUSIC
$-100 P.C. Boards Z-80A 34.95 4019 23 4510 105 | MB9 STATIC PROM/RAM
8K RAM 28.00 €800 16.50 :gg‘l’ vg; Kit Less Memory 72.00
Z-80 CPU 28.00 - . 4022 B9 VB1A VIDEO INTERFACE
12-Slot Mother Kit 129.95
Board 33.00 | . Bare Board 25.95
ITHACA AUDIO > 2708 Special 102 PARRELL 1/0
$-100 P.C. Boards Apd Kludge
8K RAM 28.00 Buy 10 Kit 49.95
2-80 CPU 28.00 Bare Board 25.95
SOLID STATE MUSIC get 1 free 104 2+2 1/0
$-100 Kits & Bare Boards BK't MUSIC 139.95
MB-3 2K/4K EPROM . SB-1 MUS
Uses 1702A EPROMS Price: $13.50 each SYNTHESIZER
Kit w/o EPROMS 59.95 LINEAR REGULATORS ntwi
MB-4 4K STATIC RAM LM 301H 35 i H LM320K-18 1.75 M'?Oﬁware 174.95
Kit 95.00 | ' 39thH S 450 us Full Specification Part Cao0K2e 198 1'515, + Moth
Bare Board 2595 | (M301AM 30 : -Slot Mother
MB6A 8K STATIC RAM LM 304H 100 LM 3207-5 1.10 Board 39.95
Ki 79 LM 305H $ 60 LM 358M 89 LM 309H 1.10 £M320T-12 1.10| XB-1 EXTENDER BOARD
it $179.95 ) imaorm 30 LM37sM 1.99 LM 309K 99 LM320T-15 1.10| Bare Board
Bare Board 25.95 | Ltm308H 1.00 LM 380M 99 : - . are Boar 8.99
MB7 16K STATIC RAM LM 308AH 95 LM 3BON 75 LM 320H-5  1.19 LM 340K-5 85! SSM 8080 MONITOR V1
Kit 435.00 | (M3t |50 Lm3eeN 99 LM320H-6  1.19 LM340K-8  1.35| ON 2-2708 47.00
Bare Board 25.06 | M31IN B85 LM 387N o9 LM 320H-8  1.19 LM340K-12 .85/ ON 8-1702A 47.00
MB8 8K/16K EPROM I 99 LM 3900N 40 LM 320H-12  1.19 (M340K-15 .85
LM 312H 125 LM 555M 39 LM 320H-15 1.19 LM 340K-18 1.35
Uses 2708's LM 317H 345 LM 556N 88 LM 320H .
KitLess EPROMs 75.95 | LM317K 370 LM S67M 125 OH-18 1.19 LM 340K-24 .85
m g%gx 1 21’: m ;ian 49 LM 320H-24 1.19 LM 340T-5 95
1 iH $ 35 LM 320K-5 1.35 LM 340T-8 95
LM 321H 202 LM 741M 19 .
LM 322H 202 LM 747H 79 LM 320K-6 $1.75 LM 340T-12 95
tm ggga 5 ;2; tm ::;EM ;3 LM 320K-8 1.75 LM 340T-15 95
ircle 56 on inquiny card.| LM 339N 99 LM 14558H 55 LM 320K-12 1.35 LM 3407-18 -95
X XX LM 343K 299 LM 4250CH 89 = = o= o |LM 320K-15  1.35 LM 3407-24 95
] NEW
] 5716 W. Manchester Ave. O .Send yaur complete catalog, 1 1978
" P e & Please send me the following)
Los Angeles, CA 90045 ease send me the jollowing,
) & items | have listed below: i IC MASTER
| Stock No. Qty. Price !
I Qcsn  TELEPHONE ORDERS: 1 * Over 40.000
] e Call (213) 641-4200 ] IC’s listed.
" Owe. v - _ i « Over 2,000
] VISA 0 BAC (VISA) ] pages.
I . 1 » Updated every
1 1 90 days.
§ Name Postage/Handling $1.50 1 Retarl Value
] ] $55.00
j Address Satisfaction 100% Guaranteed I Your Price
- . California Residents Add 6% 1§
L | *48.50
[ Note: Minimum Order $10.00, 5% Discount over $100.00 [} .
' ¥ 8 % B N B B B 0 B B B 0 N B B N N B N 8 38 B B BN B B B B B N N N |
OUR ARA OUR COMP . 0 OUR AR A OUR CO A » OUR RA







DIODES/ZENERS SOCKETS/BRIDGES TRANSISTORS, LEDS, etc.
1NG14 100v 10mA .05 8-pin pch .25b ww 45 2N2222 NPN {Plastic .10} .15
1N4005 600v 1A .08 14-pin pech .25 ww 40 2N2907 PNP 15
1N4007 1000v 1A .15 16-pin pech .25 ww AD 2N3906 PNP .10
1N4148 75v 10mA .05 18-pin pcb .25 ww .75 2N3054 NPN 35
1IN753A 6.2v z .25 22-pin pch 45 ww 1.25 2N3065 NPN 15A  60v .50
1N758A 10v 2z .25 24-pin  pch 35 ww 1.10 T1P125 PNP Darlington .35
1N758A 12v z .25 28-pin pch .35 ww 1.45 LED Green, Red, Clear .16
1M4733 5.1v z .25 40-pin peb B0 Ww 1.26 D.L.747 7 seg 5/8" high com-anode 1.95
1N5243 13v 2 .25 Molex pins .01 To-3Sockets .45 XAN72 7 seg com-anode 1.50
1N52448 14v 2z .25 2 Amp Brid 100 1.20 FND 359 Red 7segcom-cathode 1.25
1N52468 15v z .26 mp Bridge pry :
25 Amp Bridge  200-prv 1.95

C MOS - T T L -
4000 15 7400 15 7473 25 74176 1.25 74H72 .55 745133 45
4001 .20 7401 15 7474 35 74180 85 74H101 .75 745140 75
4002 20 7402 .20 7475 35 74181 2.25 74H103 .75 745151 35
4004 3.95 7403 .20 7476 .30 74182 .95 74H106 .95 745153 .35
4006 1.20 7404 15 7480 55 74190 1.75 745157 .80
4007 35 7405 .25 7481 75 74191 1.35 74L00 35 745158 35
4008 .85 7406 .35 7483 .95 74192 1.65 74L02 .35 745194 1.08
4009 .30 7407 .56 7485 .85 74193 .85 74103 .30 745257 (18123} .25
4010 45 7408 25 7486 30 74194 1.26 74L04 35
4011 .20 7409 15 7489 1.35 74195 95 74L10 35 741500 35
4012 20 7410 .10 7490 55 74196 1.25 74120 35 741501 35
4013 40 7411 25 7491 95 74197 1.25 74130 45 741502 35
4014 1.10 7412 30 7492 95 74198 235 74L47 195 74LS04 35
4015 .95 7413 A5 7493 40 74221 1.00 74L51 45 741505 A5
4016 35 7414 1.10 7494 1.26 74367 85 74055 65 74L508 .35
4017 1.10 7416 .25 7495 80 74172 A5 74L509 35
4018 1.10 7417 40 7496 80 751084 .35 74L73 40 74LS10 35
4019 .60 7420 15 74100 1.85 75110 .35 740174 45 741811 35
4020 .85 7426 .30 74107 .35 75491 .50 74L75 .55 741520 .35
4021 1.35 7427 45 74121 35 75492 .50 74193 55 74LS521 .25
4022 .95 7430 15 74122 .56 741123 .55 741822 .25
4023 .25 7432 .30 74123 55 74800 .25 74L532 .40
4024 .75 7437 .35 74125 A48 TJ4HO .25 74500 .55 74L537 .35
4025 .35 7438 .35 74126 35 74HO4 .25 74502 .55 74L540 45
4026 1.95 7440 .25 74132 1.35 FAHO5 .25 74503 .30 74L.542 1.10
4027 .50 7441 1.18 7414 1.00 74HO8 .35 74504 .35 741551 .60
4028 .85 7442 45 74150 .85 74H1D .35 74505 .35 74L574 .65
4030 .35 7443 .85 74151 5 F4H1 .25 74508 .35 741586 .65
4033 1.50 7444 .45 74153 .85 74H15 30 74510 .35 74L590 .85
4034 2.45 7445 .65 74154 1.05 F4HZD 30 74511 .35 741.593 .95
4035 1.25 7446 .95 74156 85 74H21 .25 74520 35 74L5107 .85
4040 1.35 7447 95 74157 65 74H22 AD 74540 .25 74L5123 1.00
4041 .69 7448 .70 74161 .85 74H30 .25 74850 .25 74LS151 .95
4042 .95 7450 .25 74163 .85 74H40 .25 74551 45 7415153 1.20
4043 .95 7451 .25 74164 .60 74H50 25 74564 .25 74L8167 .85
4044 .95 7453 .20 74165 1.50 74H51 .25 74574 40 7415164 1.90
4046 1.75 7454 .25 74166 1.35 74HB2 15 745112 .80 7415367 .85
4049 .70 7460 .40 74175 .80 74H53J .25 745114 1.30 7415368 .85
4050 .50 7470 .45 74H55 .25
4066 .95 7472 .40
4069 .40
4071 .35 LINEARS, REGULATORS, etc.
4081 .70 8266 35 LM320K5 (7908} 1.65 LM340T24 .95 LM723 .50
4082 .45 MCT2 .95 LM320K12 1.65 LM340K12 2.15 LM725 1.75

8038 3.95 LM32075 1.65 LM340K15 1.25 LM739 1.50

9000 SERIES LM201 .75 LM320T12 1.65 LM340K 18 1.25 LM741(8-14).25
30 .85 LM301 .25 LM320T15 1.65 LM340K24 .95 LM747 1.10
9309 .35 LM308 (Mina) .75 1LM339 95 LM373 2.95 LM1307 1.25
9322 .85 LM309H .65 7805 (34075} .95 LM380 .95 LM1458 95
95HO3 .55 LM309K (340K 5} .B5 LM340T712 1.00 LM709 (8,14 PIN) .25 LM3900 .80
9601 .75 LM310 1.156 LM340T15 1.00 LM711 45 LM75451 .65
9602 .50 LM311D iminit .75 LM340T18 1.00 NES55 .50

LM318 (Mind) .65 NES556 .95

1 . NES66 1.75
gt 38 | INTEGRATED CIRCUITS UNLIMITED | M 13
MM5316 3.50
2102-1 1.7 7889 Clairemont Mesa Boulevard, San Diego, California 92111 SPECIAL
210214 1.95 - 7
IR 16008/ (7?4] 278 439.4 fCalif. Res.) . DISCOUNTS

TMS 6011 6.95 All orders shipped prepaid No minimum Total Order  Deduct

8080DAD 15.00 Open accounts invited COD orders accepted $35-899 5%
aT13 1.50 $100-%300 10%
8723 1.50 Discounts available at OEM Quantities  California Residents add 6% Sales Tax $301 - $1000 15%
8724 2.00 All IC’s Prime/Guaranteed. All orders shipped same day received. $1000- Up 20%
21078-4 4.95 24 Hour Toll Free Phane 1-800-854-2211 MasterCharge / BankAmericard / AE
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_FOR ALL CUSTOMERS EXCEPT CALIF

MICROCOMPUTER

e 8K STATIC RAM BOARD
WICROPROCESSOR's | BBI0A SUPPORT DEVICES 1 cHARALTER FROMS OTHER COMPONENTS
£ 1995 | ez 195 GEMERATDRS | 1/03A eoa| mruszen v ASSEMBLED & TESTED
280 500 | 8210 595 513 uP 65 | 208 130a| weoevecn 250
ZBOA /00 | BN 450 2615 DOWR e | 3158 Woo| METHO 150
COPISUZED 2495 | BIza 495 2513UP 15e g9 | 34s5 Sl neTze 75 ;
AM2501 Ji95 | H22a ars 251300WNinag 1095 | 350100 don] 74367 a0 n
6502 1795 | az38 00 MCMEE? 1 1080 | gigian son| OMBUIR 90
£800 1995 8751 V200 MCOMES 214 10 80 ;834 1Gag | 1488 195
8008 1 ar |8251 28 00 MEMEBS 72 1080 | grys Taae| 1a8s 195 ns 15
BOBDA 15 9% 8255 17 (M MCMES T4 1405 | gaiyas 200 O 3207 A FXi)
TMSSG0OTL B9 0% 8257 ae MEMESTS v ors 1 §2378 2] €3804 145
8259 2500 P 340BA $.00 WILL WORK WITH NO FRONT PANEL
o
6800 SUPPDRT DYNAMIC RAMS T i * FULL DOCUMENTATION
6a10R 245 STATIC RAMS 124 2599 100 103 1 50 W 5360 Y a0 * FULLY BUFFERED
saA0P Bog JILO7 14801 tsD 1Tap gy 2104 ) R TR 190
et ooe ML07 i75m 195 1BO 150 21004 175 oman 27 % S100 DESIGN
R+ I Y moowe on | fwe el oo 0 % ADEQUATELY BYPASSED
soszp ne ot 208 2% 780 TMS4050 50| omeaE Frrd * LOW POWER SCHOTTKY SUPPORT IC S
samﬁup e 7102 1 e e TM54060 4500 SN74LSIET %0
1 ] ] 1 3
sag0r 20 2 400 350 15 e ag) SNaswe o KI I
FARFR qpo 280 269 MMEZ b had Kim
ZB0 SUPFORT DEVICES 2114 V795 16,95 16 50 MM4 280 600 [y 245 00 -
3881 1795 42004 1285 1250 11045 MEMEBOS A 00 [guan 17 95 -
887 17 85 SI01C E 195 1125 1075 UART'S 6520 900 ‘
v B 2| 450ns 129,95
F-ISUPPORT DEvICES | WAVEFORM GENERATOR | KEYBOXRODCHIPS | avsioian  sue [ooddon: 1595 - .
8018 100 AY5.23p6 1395 A¥SUNAA - HIE eehn gy Th B4
Wsy 1495 eanza b Ay anon 1385 TH 16074 5 50 oot e
3851 1495 250 * TMS 6011 gap |B5J0n0d 1505
266 Li5 1 6402 wap |BR3NR0S 1595 BAR E BOARD

LATE ADDITIONS FLOPPY DISC CONTAGLLER | 1o 603 10 80 USRT .

TS doea aons el iy b ] W/SCHEMATIC

TMS 5801 $2495 IEDT saes 579 109%

JADE VIDEO INTERFACE KIT

FEATURES $89 95
§21 00 Bus Compatible ’

INTERFACE KIT

S-100
2 Serial Interfaces with R5232
interfaces or 1 Kansas City cassette
interface.

Characters per line

||'| es
ra 8 x 4 t
é el 120, 00 o)

oard low-power memory

Selectable baud rates.
Cassatte works up to 1200 baud.
1 parailel port.

JADE PARALLEL/SERIAL
$124.95 KIT

Serial interfaces are crysial controlled,

CALL TOLL FREE 800-421 5809

O A A VW e A A A A S A

ADAPT YOUR MOTOROLA
SYSTEM TO OUR §-100 8K RAM
BOARD. KIT PRICE $12.95

IMSAITALTAIR s-loo COMPAYIBLE

JADEZ 80

Powerful 50 e ingluded for

&ursor home, EOL gcroll Graphics/
haracter ete.

r case, lower
-on-white &

EDGE CONNECTORS

Cﬁse & Greek
w

Bﬂc ite-on-black

$-100 Altair Spacing $4.45
5-100 Imsai Spacing $4.45

—with PROVISIONS for KIT
ONBOARD 2708 and POWER ON JUMP

$135.00 EA. =2

MOTHER BOARD
13 SLOT MOTHER BOARD wi/front

panel slot
S5-10C DESIGN

WRITE and READ

EPROM
FULL GROUND PLANE ON ONE SIDE BARE BOARD $35 00
RC NETWORK TERMINATION ON. l7[]2/—\-27[]8..27_]_6 "
EVERY LINE EXCEPT PWR & GRD
KLUGE AR 5204-6834
STRONG 1"8" THICK DOUBLE SIDED & Plugs Irec il anro your &1 TATR IMS AL Camauter JA D E 8080A K I I
B8OA = In ey Moin odale Baard and Externad EPREIG

BARE BUARD $36.00 KIT $85.00
PERSCI DISK BRIVE FOR S-100

St kel Dingd

® VPhe FRROIM Sarket Unid s connected 1 the €
rnlen throngh g 2% Min Lonneciar

Infe 2000 S-100 DISK SYSTEM

{includes dual drive, power supply, case, ® Piaw Saebot il in Read EFROM  Contents

COMPLETE TDL SOFTWARE
PKG. FOR DISK

* Ileahles wsoin Raghr B Parsllel 16

* Sl andclated

$195.00

THE PROM SETTER

KIT ASSEMBLED
$210.00 $375.00

REAL TIME CLOCK FOR S-100 BUS
BARE BOARD $30.00 KIT $124.95

HE PROM SETTER

lam-

* Dengeamining o5 arcoamphished by The @ ampater
(nfo 2000 S-100 DISK SYSTEM IMP o Tt Hol wn the Program 1 e Wortten an he 3 0
COMPLETE |';'nlrm it \1.1.” Prn:‘ri:ul ancl Ler lhlrl( n!npnullt-r BAR E BOAR D ']
o the riesy

intelligent cantroller, adapter, cables, and :"”‘""""'“" U l
n b e o luded bt
disk monitor on BFROMI " g ggggn [ U e s [ VIDEO INTERFACE

Fhefiv ey Cewn thinn W doys

$149.95 EA. w2

$100.00 «iT

na

You will want to know about the TV-1 Video
to Televisior Interface Kit,

No need to buy a separate Video Monitor if
you already own a TV set.  Just connect the
TV-1 between your system video output and
the TV set antenna terminals - that's all there
is 1o it - to convert your TV set to a Video

SOROC 10120 ....... $975 00
COST. APPADACH TO

mul“l REMOTE VIDEQ Assembled
DISPLAY TERMINALS

* Caarrn Cuntry' $eye Slandsrd
= Namanc kay Pad Stanosid
* Linf and Page Exnee Stenduio
* Aadreniabic Curear Slanderd
* Smikch Sebeciniile 11 gnambaion
lem Fh to HLI0A b Standerd
* Communicetion M ode
RO -FOX Biock
* Intertacaes Puniter nlerece
ASNIZ Eugnsion
» RAZ3IC Imeriace
A * Mon.Gisrs Read Got Scisen
® Protect Mode Slancary
+ Tob Swndard

Price Includes

® Block Mode
®.Lower Case

# and shipping

Curcle B2 on inquiry card.

® 24 Line Option

charge is on us.

Monitor, and at 2 much lower cost! PRICE $8.95

! Computer Products
(.4':2{) 5351 WEST 1441h STREET
e LAWNDALE, CALIFORNIA 90260
- 1213 679-3313
-’

RETAIL STORE HOURS M-F 9.7 SAT 9.5

Duscounts available at OEM quantites Add $1 25
tor shipping Calitorma residents agd 5% sales tax
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P.0. BOX 28810 DALLAS, TEXAS 75220
B ORDER BY PHONE CALL TOLL FREE 1—800—527-3460
———————,—,——————

S.D. SALES CO..cconcs wpm am

EXPANDO RAM KIT 8K FOR $151.00 EXPANDABLE EPROM BOARD
c;:xsﬂmgiﬁs?dg:g‘;m 16K or 32K EPROM $49.95 w/out EPROM
32K FOR $475.00 guls miizes “low  power Allows you to use either 2708's for 16K of
otlky devices, i
Mrganégglg,g;éggxc POWEHSSGU'SEMD%NTS iprom or 2716 s.for 32K of EDI’OIT\.
MEMORY WRITE 7 BYDC SOMA DC. IT FEATURES:
K. 165 26K 32K gaing Mos- Liavoc 3omA O 1. All address lines & data lines buffered.
tex MK4115 wiih 8K bound: o sty e 2. Quality plated through P.C. Board, In-
anas and grotection  Uldizes et On board iinvisibte) ralresh - e '
OIP swiiches PG board comes s providad with no walt slates cluding solder mask and silk screen.
wily sockans tor 32K operation. or cycte stealing required. ;
Orddors  now mm? accaplpd MEMORY ACCESS TIME 3. Selectable wait states.
AL 1w 610 B weeks for delivery Mamary Cr e 18 50008, 4. On board regulation provided.
Buy an S$100 compatble BK Ram Board and upgrade the same board 16 8 maf:irnursnoul 5. All sockets provided w/board.
32K s I BK at t b ¥ haai chi rom 5.0. P
Salos'n»::eap;:aran!eaedygxéew—‘?.%okyar!“?;: }(eg:,\:fesuwgghggrgu'-ﬁ":nm Iphse bz:nrd WE CAN SUPPLY 450ns 2708's AT $11.95
PRICES START AT §151 FORBK RAM KIT WHEN PURCHASED WITH BOARD.
Add $108.00 lor each additional 8K Aam

Z-80 CPU BOARD KIT — $139. | 8K LOW POWER RAM — $159.95 4K LOW POWER RAM KIT

CHECK THE ADVANCED FEATURES OF QUR Z—80 Fuly assembled and tesied - —

CPL} BOARD Expanded set ol 158 instructions, BOSOA Not 3 bat. Imsai — Altawr — fxm:&"gfg, ;:mr:"ro?u:mﬁgno

software capabiliy, operation trom a single 5VDC power §-100 Buss compatible, uses low power 21002 — 1 500ns RAM:

sufiny, always staps on an M1t slate, rue sync ganerated low power static 21L02-500ns Sockets provided for ail IC's. Ouallly

an card (8 real plus featurel), dynamic refresh and NMI fully duffered on board regutal- plated through PC board. *Add $10. for

avmslable, erither 2MHZ or 4MHZ operation, quality double ed, quality plated through PC 250n8 RAM operation. ’

sided plated thiaugh PC board; parts plus sockets priced board, including salder mask. 8 '

Pas @l 1C"s " Add $310 extra for Z—80A chip which allows pos. dip swliches lor address

AMHZ aprration Z— 80 chip with Manual — $39.85 salect. The WhOIe Works - $79'95

MUSICAL HORN Jumbo LED Car Clock Kn DIGITAL LED READOUT
Dap tune supphed wih each kit. Additional tunes — $6.95 FEATURES: THERMOMETER — 329.95
vach Speciat tunes avaiable Standard tunes now avaitable — A. Bowmar Jumbo .5 inch LED array
Qo — Epns of Texas — On VWisconsin — Yankee Doodle 8. MOSTEK — 50250 — Supar clock chip.
Danly — Notre Dame — Pink Panther — Aggie War Song — C. On board precision crystal tima base NS . . s,
Anchors Awdy — Never on Sunday — Yellow Rose of Texas — 0. 12 or 24 hour Real Timo lormat. / Ei:;uéﬁféo;:::t’g:ﬁu:“;,’ezchg?;:gé ‘&?‘—
Coeq s the Heart of Toxas — Boomer Sooner — Bridge gver E. Parloct for cars, boals, vans, olc. AJD converter. Kit includes all neces- ¢ 1
Frvar 1Ko F  ©C board and all parts lless case| knc sary paris {except case). AC line cord
CAR & BOAT KT HOME KIT Special Design Atarm gption — $1 50 and power suppt included. 0-149° F
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